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Introduction

Quantum mechanics is of central importance for our understanding of
nature. As we will see, even simple experiments show that the classical
deterministic approach with its well-defined properties of matter is
incorrect.

This is most obvious at the microscopic scale, in the regime of atoms and
elementary particles, which can only be described with the help of
quantum mechanics.

But of course also the macroscopic world is defined by quantum
mechanics, which is important in phenomena like e.g. a laser, an LED,
superconductivity, ferro-magnetism, nuclear magnetic resonance (MRI in
medicine), or even large objects like neutron stars.
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Introduction

One of the central propositions of quantum mechanics is, that only
statements about probabilities can be made, unlike in classical physics,
where one can predict the behaviour of a system by solving the equations
of motion.

The corresponding equation of motion in quantum mechanics is the
Schrédinger’s equation, which describes so-called probability amplitudes
instead of deterministic locations.
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Introduction

Just like every other theory quantum mechanics cannot be derived, not
any less than Newton's laws can be.

The development of the theory follows experimental observations,

If a theory does not only describe previous observations but can make own
predictions, further experiments can be performed to verify their validity.
If these predictions were indeed correct, the theory is furthermore
confirmed, however not “proven”,

If a prediction of a theory is, however, not correct, then the theory is
falsified. The in many aspects at first very peculiar quantum mechanics
has so far splendidly withstood all experimental examinations, unlike some
previously proposed alternatives (with e.g. ,,hidden variables™).
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Introduction

In latest years there has been a rapid development in the application of
experimentally increasingly well controllable, fundamental quantum
mechanics, e.g. for quantum information science, with some spectacular
experiments (,,quantum teleportation”), which specifically uses the
non-local properties of quantum mechanics. Fundamental quantum
mechanical phenomena are also increasingly interesting for specifically
designed applications like quantum cryptography or quantum computers.
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Failures of classical physics Blackbody radiation

Blackbody radiation

At high temperatures matter (for example metals) emit a continuum
radiation spectrum. The color they emit is pretty much the same at a
given temperature independent of the particular substance.

An idealized description is the so-called blackbody model, which describes
a perfect absorber and emitter of radiation.

In a blackbody, electromagnetic waves of all wavevectors k are present.

One can consider a wave with wavevector k as an independent oscillator
(mode).
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Failures of classical physics Blackbody radiation

4000K

Energy density u(w) of blackbody radiation at different temperatures:

@ The energy distribution u(w) vanishes at small and large w,
there is a maximum in between.

@ The maximum frequency wy,q, (“color”) of the distribution obeys the
law (Wien's law) winq, = const. T

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 16 / 243



Failures of classical physics Blackbody radiation

Classical understanding

For a given frequency w (= 27v), there are many oscillators (modes) k
having that frequency. Since w = ¢ |k| the number (density) n(w) of
oscillators with frequency w is proportional to the surface of a sphere with
radius w/c, i. e.

n(w) o w? (4.1)

The energy equipartition law of statistical physics tells us that at
temperature T each mode is excited to the same energy K T'. Therefore,
at temperature T the energy density u(w,T') at a certain frequency w
would be given by

u(w,T) x Kp T w? (4.2)

(Rayleigh hypothesis).
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Failures of classical physics Blackbody radiation

KBT(UZ

4000K

3000K

2000K

This agrees with experiments at small w, but a large w u(w,T’) must
decrease again and go to zero. It must because otherwise the total energy

U:/O w(w,T) dw (4.3)

would diverge !

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 18 / 243



Failures of classical physics Blackbody radiation

KBT(UQ

4000K

3000K
Experimental observation

2000K

This agrees with experiments at small w, but a large w u(w,T’) must
decrease again and go to zero. It must because otherwise the total energy

U:/O u(w,T) dw (4.3)

would diverge !

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 18 / 243



Failures of classical physics Blackbody radiation

Planck’s hypothesis:

The “oscillators” (electromagnetic waves), cannot have a continuous of
energies. Their energies come in “packets” (quanta) of size h v = hw.

h ~ 6.6 x 1034 Joules sec (h = £) Planck's constant.

At small frequencies, as long as KT > hw, this effect is irrelevant. It will
start to appear at KT ~ hw: here u(w,T’) will start to decrease. And in
fact, Wien's empiric observation is that at hw o« Kg T'  u(w,T) displays
a maximum. Eventually, for KpT < hAw the oscillators are not excited at
all, their energy is vanishingly small. A more elaborate theoretical
treatment gives the correct functional form.
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Failures of classical physics Blackbody radiation

Average energy of “oscillators”

. ___— Oscillators —

Energy

KpT

frequency w

‘(A) Classical behavior:

Average energy of oscillator < £ >= KpT.
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Failures of classical physics Blackbody radiation

Average energy of “oscillators”

o Oscillators —_

)

o .

= .

2 : NO!

L

u(w)
KpT
frequency w

‘(A) Classical behavior:

Average energy of oscillator < £ >= KpT.

= Distribution u(w) ox KgTw? at all frequencies!
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Blackbody radiation

Failures of classical physics

Average energy of “oscillators”

Energy

KpT

frequency w

‘(B) Quantum behavior: Energy quantisation

Small w: Like classical case: oscillator is excited up to < E >~ KgT.

SS 2017 20 /243

Intr. Theor. Phys.: Quantum mechanics

E. Arrigoni (TU Graz)



Blackbody radiation

Failures of classical physics

Average energy of “oscillators”

)
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L

u(w)
Py u(w) < KpTw?
‘B
|
w < KpT
frequency w

‘(B) Quantum behavior: Energy quantisation

Small w: Like classical case: oscillator is excited up to < E >~ KgT.

= u(w) x KpTw?.
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Blackbody radiation

Failures of classical physics

Average energy of “oscillators”

%u w) o< KpTw? T flw>KBT

KpT -
w K KBT

Energy

frequency w

‘(B) Quantum behavior: Energy quantisation

Large w: first excited state (E = 1 % hw) is occupied with probability
e~"/KBT (Boltzmann Factor): =< E >~ fw e~ "w/KsT
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Failures of classical physics Blackbody radiation

Average energy of “oscillators”

Energy

T the > KgT

(w) ~ hweMe/KnT

KpT
k_J \\ ol
w K KBT

frequency w

‘(B) Quantum behavior: Energy quantisation‘

Large w: first excited state (E = 1 % hw) is occupied with probability

e~"/KBT (Boltzmann Factor): =< E >~ fw e~ "w/KsT

= u(w) ~ fw e~/ KT
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Failures of classical physics Blackbody radiation

Average energy of “oscillators”

. There must be a maximum in between !
|
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\ w(w) ~ hwew/KaT
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frequency w

‘(B) Quantum behavior: Energy quantisation‘

Large w: first excited state (E = 1 % hw) is occupied with probability
e~"/KBT (Boltzmann Factor): =< E >~ fw e~ "w/KsT
= u(w) ~ hw e /KT
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Photoelectric effect
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Failures of classical physics Photoelectric effect

Photoelectric effect

Electrons in a metal are confined by an energy barrier (work function) ¢.

I3

* ® e * ® e
Metal catode
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Failures of classical physics Photoelectric effect

Photoelectric effect

Electrons in a metal are confined by an energy barrier (work function) ¢.
One way to extract them is to shine light onto a metallic plate.

Light transfers an energy [;,;,; to the electrons.

@
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Metal catode
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Failures of classical physics

Photoelectric effect

Photoelectric effect

Electrons in a metal are confined by an energy barrier (work function) ¢.
One way to extract them is to shine light onto a metallic plate.
Light transfers an energy [;,,: to the electrons.

The rest of the energy Fj;,,; — ¢ goes into the kinetic energy of the
electron Ej;, = % m v2.
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Failures of classical physics Photoelectric effect

Photoelectric effect

Electrons in a metal are confined by an energy barrier (work function) ¢.
One way to extract them is to shine light onto a metallic plate.
Light transfers an energy [;,,: to the electrons.

The rest of the energy Fj;,,; — ¢ goes into the kinetic energy of the
electron Ej;, = % m v2.

By measuring Ej;,, one can get Ej;gp;.

V= Blin,min/®

e ® e ® e s
Metal

bt

catode
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Failures of classical physics Photoelectric effect

Photoelectric effect examples:

Classicaly, we would espect the total energy transferred to an electron
Elight = ¢ + Ej;y, to be proportional to the radiation intensity.
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Failures of classical physics Photoelectric effect

Photoelectric effect examples:

Classicaly, we would espect the total energy transferred to an electron
Ejight = ¢ + Ej;p, to be proportional to the radiation intensity.

The experimental results give a different picture:

while the current (i. e. the number of electrons per second expelled from
the metal) is proportional to the radiation intensity,
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Failures of classical physics Photoelectric effect

Photoelectric effect examples:

Classicaly, we would espect the total energy transferred to an electron
Ejight = ¢ + Ej;y, to be proportional to the radiation intensity. The
experimental results give a different picture:
while the current (i. e. the number of electrons per second expelled from
the metal) is proportional to the radiation intensity,

Ejiont is proportional .

to ’fhe frequency of light: Eiighe = v (44)

Elight

Ekin

Ymin v
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Failures of classical physics Photoelectric effect

Summary: Planck’s energy quantum

The explanation of Blackbody radiation and of the Photoelectric effect are
explained by Planck’s idea that light carries energy only in “quanta” of size

E =hv (4.5)
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Failures of classical physics Photoelectric effect

Summary: Planck’s energy quantum

The explanation of Blackbody radiation and of the Photoelectric effect are
explained by Planck’s idea that light carries energy only in “quanta” of size

E=hv (4.5)

This means that light is not continuous object, but rather its constituent
are discrete: the photons.
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Waves and particles

In this lecture we don't want to talk about the historic development of
quantum mechanics with all its detours, instead we will learn about several
key experiments, where the failure of classical physics is especially evident
and that led to formulations of quantum mechanics. However, as said
above, quantum mechanics cannot be ,,derived”, it can only be made
plausible. The most drastic observation that led to the abandonment of
the classical approach were, that all matter and all radiation has
simultaneously wave-like and particle-like properties.

This is especially clear in the so-called double-slit experiment. In
aforementioned experiment particles or light is sent towards a wall with
two slits. Behind this wall is a detector screen.
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Waves and particles ~ The double slit experiment with classical particles

The double slit experiment with classical particles
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Waves and particles ~ The double slit experiment with classical particles

Classical particles (e.g. spheres)

1) Only slit 1 is open: this yields the distribution P; ()
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Waves and particles ~ The double slit experiment with classical particles

Classical particles (e.g. spheres)

Wand X

Quelle 1

<7 O
< Py(x)

1) Only slit 1 is open: this yields the distribution P; ()
2) Only slit 2 is open: this yields the distribution P(z)
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Waves and particles ~ The double slit experiment with classical particles

Classical particles (e.g. spheres)

Wand X

Quelle

1) Only slit 1 is open: this yields the distribution P; ()
2) Only slit 2 is open: this yields the distribution P(z)

3) Both slits are open: this yields the distribution Pja(z), namely simply
the sum Pyo(x) = Py(x) + P2(x) of both prior distributions.

28 / 243
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Waves and particles ~ The double slit experiment with classical particles

Water waves

E. Arrigoni (TU G Intr. Theor. Phys.: Quantum mechanics SS 2017 29 / 243



Waves and particles ~ The double slit experiment with classical particles

Water waves
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Waves and particles ~ The double slit experiment with classical particles

Water waves
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Waves and particles ~ The double slit experiment with classical particles

Water waves
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Waves and particles ~ The double slit experiment with classical particles

Water waves
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Waves and particles ~ The double slit experiment with classical particles

Mathematical description
We use e'® = cos ¢ +isin ¢ ,
Momentary amplitude:

A1 = Re (are®e™?) only slit 1 is open

As = Re (age’2e™?) only slit 2 is open

A1s = Re (a1e™T 4 goe@ttiaz)  poth slits are open

The relation to the measured, averaged over time, intensity is
g y
Il — (Re alezwt—i—zal) — %|(I1|2
Iy — (Re a2ezwt+za2) — %|CL2‘2
. . . . 2 2_,’_ 2

Il2 — (Re (alezwt—l—zal de a2€zwt+za2)) — lai| 2\a2| u |(11||(12| COS(Oél _ 012)

= I1 + I» + |ai||az| cos(a1 — a2) .
The term with the cos is the interference term, that depends on the phase
difference ai; — aip, that comes from the path difference.
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Waves and particles

Light

The usual and very successful description of light in the macroscopic world
is that of a wave, with electric and magnetic fields.

The particle-like description via photons, made necessary by experiments,
was a revolution.
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Waves and particles

Light consists of photons

Before the review of the double slit experiments, here some more early
experiments that show the particle nature of light.

Details in Sec. 4

@ The temperature dependent spectrum of a so-called black body
cannot be understood classically. With the classical wave-like nature
of light, the intensity of the spectrum would diverge at high
frequencies. The energy density of the electromagnetic field would be
infinite!

The explanation for the actually observed spectrum was found by
Planck in 1900 (on the same day, when he received the exact
experimental results!), by postulating that

light is only emitted in fixed quantities of the energy E = hv.

These ,,quanta”, later called photons, gave quantum theory its name.
This postulate was a sheer ,,act of desperation” of Planck and was
viewed with great scepticism. Einstein even called it ,,insane”.
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Waves and particles

@ At the photoelectric effect a photon with frequency v emits an
electron from a metal, that electron then has the kinetic energy
hv — ® where ® is the work of emission. Therefore exists a threshold
for the frequency of the photon, below which no electrons can be
emitted.
Classically one would expect, that at every photon frequency more
and more electrons would be emitted, increasingly with higher light
intensity. Instead the intensity of the light only determines the
number of electrons that are emitted, not their kinetic energy and has
therefore no influence on whether this process is even allowed.
With the Light Quantum Hypothesis in 1905, Einstein could finally
explain the photoelectric effect. This was this publication, for which
he was awarded the Nobel Prize in 1921.
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Waves and particles

@ Also the Compton effect, with the scattering of light on electrons, can
only be explained via the introduction of photons.

@ Even more directly one can notice the particle properties of light with
Geiger counters, photo multipliers or with CCDs (digital cameras!).
Interestingly one can even notice rapidly changing spot-like brightness
fluctuations on a weakly illuminated wall with the bare eye. This is
caused by the fluctuation of the amount of photons observed, which
can be perceived from approximately 10 per 100msec onwards.
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Waves and particles

Light has a wave-like nature

One can clearly see the wave-like nature of light with the double slit
experiment:

Setup and result regarding the intensities behave exactly like the
experiment with water waves.

In Maxwell's theory is the intensity of light proportional to the square of
the amplitude of the electric field I ~ 52,

therefore of the same structure as water waves, only that the electric and
magnetic field now affect the amplitude.
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Waves and particles

Light: particles or waves?

Einzelne
Photonen?

L k-
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Waves and particles
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Einzelne
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Waves and particles

Light: particles or waves?

Photonen 4

-
N

L k-

Completely different, however, than with the water waves is the
impingement of the light on the screen: the photons hit the surface
individually, each with the energy hv, but still create an interference
pattern, when 2 slits are open!
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Waves and particles

Electrons

The problem of the wave and particle nature is even more obvious in the
case of matter, like electrons or atoms.

The ,,particle nature” is here very clear. For example one can determine
both charge and matter for a single electron.
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Waves and particles

Interference of electrons
The behaviour on the double slit shows yet again a wave-like nature (see
figure ?77)!

S Xa XA

Wand
ol |Ps
| |

‘A P.s

o L=t

Double slit experiment with electrons.
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Waves and particles

Experimental observations:

@ The electrons arrive individually (just like classical particles) at the
detector.
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Waves and particles

Experimental observations:

@ The electrons arrive individually (just like classical particles) at the
detector.

© In dependence of the location on the detector screen is a varying
count rate of the electrons.
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Experimental observations:

@ The electrons arrive individually (just like classical particles) at the
detector.

© In dependence of the location on the detector screen is a varying
count rate of the electrons.

© The quantity measured in the experiment is the distribution of the
electrons on the detector screen. This corresponds to the
impingement probability on different locations of the screen.
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Waves and particles

Experimental observations:

@ The electrons arrive individually (just like classical particles) at the
detector.

© In dependence of the location on the detector screen is a varying
count rate of the electrons.

© The quantity measured in the experiment is the distribution of the
electrons on the detector screen. This corresponds to the
impingement probability on different locations of the screen.

© If one only opens slit 1 or only slit 2, then one can observe an electron
distribution like observed with spheres (or waves with only 1 open
slit).
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Waves and particles

Experimental observations:

@ The electrons arrive individually (just like classical particles) at the
detector.

© In dependence of the location on the detector screen is a varying
count rate of the electrons.

© The quantity measured in the experiment is the distribution of the
electrons on the detector screen. This corresponds to the
impingement probability on different locations of the screen.

© If one only opens slit 1 or only slit 2, then one can observe an electron
distribution like observed with spheres (or waves with only 1 open
slit).

© However, if both slits are open, one observes an interference pattern,
therefore again a probability distribution with P # P; + P5. The
impingement probability for some locations is even reduced to zero by
opening the second slit.
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Waves and particles

Experimental observations:

o

o

o

The electrons arrive individually (just like classical particles) at the
detector.

In dependence of the location on the detector screen is a varying
count rate of the electrons.

The quantity measured in the experiment is the distribution of the
electrons on the detector screen. This corresponds to the
impingement probability on different locations of the screen.

If one only opens slit 1 or only slit 2, then one can observe an electron
distribution like observed with spheres (or waves with only 1 open
slit).

However, if both slits are open, one observes an interference pattern,
therefore again a probability distribution with P # P; + P5. The
impingement probability for some locations is even reduced to zero by
opening the second slit.

The same behaviour is also observed with neutrons, atoms and even
fullerene molecules!

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 39 / 243
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Waves and particles

de Broglie wavelength

The interference result shows us, that both photons as well as electrons
(just like every microscopic particle) have a wave-like nature.

For a given momentum p is the spatial periodicity of these waves given by
the

de-Broglie-wavelength

A= > = - (5.1):

This length scale A\ appears at the double slit experiment, as well as e.g. at
the scattering of particles with momentum p in a crystal.
As we will see in the next chapters, free electrons can be described in

quantum mechanics by a probability amplitude in the form of a plane wave
i
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eq:deBroglie

Waves and particles

Quantum mechanical effects are of increasing importance below :
a length scale of the order of magnitude of the de-Broglie-wavelength \.
Here some examples for length scales:

Protonen: \ ~

12

—~~
e
N

~—

Elektronen: A

Photonen: A

12
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The wave function and Schrédinger equation Prol lity density and the wave function
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The wave function and Schrédinger equation Probability density and the wave function

Probability density and the wave function

In Sec. 5 we have seen that the trajectory of a particle is not deterministic,
but described by a probability distribution amplitude.
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The wave function and Schrédinger equation Probability density and the wave function

Probability density and the wave function

In Sec. 5 we have seen that the trajectory of a particle is not deterministic,
but described by a probability distribution amplitude.

In other words, for each time ¢ and point in space r there will be a certain
probability W to find the particle within a (infinitesimal) volume AV
around the point r.
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The wave function and Schrédinger equation Probability density and the wave function

Probability density and the wave function

In Sec. 5 we have seen that the trajectory of a particle is not deterministic,
but described by a probability distribution amplitude.

In other words, for each time ¢ and point in space r there will be a certain
probability W to find the particle within a (infinitesimal) volume AV
around the point r.

This probability (which depends of course on AV) is given in terms of the
probability density P(r), as W = P;(r)AV

Obviously, the total probability of finding the particle within a volume V is

given by
/ Pi(r)d’r .
1%
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The wave function and Schrédinger equation Probability density and the wave function

As discussed in Sec. 5, the relevant (i. e. additive) quantity for a given
particle is its probability amplitude W(¢,r). This is a complex function, and
the probability density P is given by

Py(r) = [W(t,1)]* . (6.1)

U is also called the wavefunction of the particle.
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The wave function and Schrédinger equation Probability density and the wave function

As discussed in Sec. 5, the relevant (i. e. additive) quantity for a given
particle is its probability amplitude W(¢,r). This is a complex function, and
the probability density P is given by

Pu(r) = [¥(t.1)[2. (6.1)

U is also called the wavefunction of the particle.
As discussed in Sec. 5, it is possible to predict the time evolution of W,
which is what we are going to do in the present section.
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The wave function and Schrédinger equation Probability density and the wave function

As discussed in Sec. 5, the relevant (i. e. additive) quantity for a given
particle is its probability amplitude W(¢,r). This is a complex function, and
the probability density P is given by

Pu(r) = [¥(t.1)[2. (6.1)

U is also called the wavefunction of the particle.

As discussed in Sec. 5, it is possible to predict the time evolution of W,
which is what we are going to do in the present section.

To do this, we will start from the wave function of light, whose properties
we already know from classical electrodynamics, and try to extend it to
matter waves.
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The wave function and Schrédinger equation Wave equation for light

Wave equation for light

The wave function describing a free electromagnetic wave, can be taken,

for example, as the amplitude of one of its two constituent fields, E or B,

i. e. it has the form _
U — Eoeikr—iwkt (62)
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The wave function and Schrédinger equation Wave equation for light

Planck’s quantisation hypothesis was that light of a certain frequency w
comes in quanta of energy

E=hw (6.3):
(Or taking v = w/(27), E = h v), with Planck’s constant
h =2m h~ 6.6 x 10734 Joules sec (6.4)
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The wave function and Schrédinger equation Wave equation for light

Planck’s quantisation hypothesis was that light of a certain frequency w
comes in quanta of energy

E=huw (6.3)
(Or taking v = w/(27), E = h v), with Planck’s constant
h =271 h~6.6 x 10" Joules sec (6.4)

From the energy we can derive the momentum. Here we use, the relation
between energy £ and momentum p for photons, which are particles of
zero rest mass and move with the velocity of light ¢: !

E=c|pl (6.5)
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The wave function and Schrédinger equation Wave equation for light

Planck’s quantisation hypothesis was that light of a certain frequency w
comes in quanta of energy

E=huw (6.3)
(Or taking v = w/(27), E = h v), with Planck’s constant
h =271 h~6.6 x 10" Joules sec (6.4)

From the energy we can derive the momentum. Here we use, the relation
between energy £ and momentum p for photons, which are particles of
zero rest mass and move with the velocity of light c:

E =cp| (6.5)
From we thus obtain
fw h
p=- 3 (6.6)

which is precisely the De Broglie relation between momentum and
wavelength of a particle discussed in Sec. 5.
Here, we have used the dispersion relation

w = clk| (6.7)
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The wave function and Schrédinger equation

Euristic derivation of the wave function for massive particles

Euristic derivation of the wave function for
massive particles

With the assumption that matter particles (i. e. particle with a nonzero
rest mass such as electrons, protons, etc.) with a given momentum and
energy behave as waves, their wave function will be described by a form
identical to , however with a different dispersion relation.
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The wave function and Schrédinger equation Euristic derivation of the wave function for massive particles

Euristic derivation of the wave function for
massive particles

With the assumption that matter particles (i. e. particle with a nonzero
rest mass such as electrons, protons, etc.) with a given momentum and
energy behave as waves, their wave function will be described by a form

identical to , however with a different dispersion relation.
The latter can be derived by starting from the energy-momentum relation,
which instead of reads (in the nonrelativistic case)
2
p
E=—. 6.8
e (6.8)
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The wave function and Schrédinger equation Euristic derivation of the wave function for massive particles

Euristic derivation of the wave function for
massive particles

With the assumption that matter particles (i. e. particle with a nonzero
rest mass such as electrons, protons, etc.) with a given momentum and
energy behave as waves, their wave function will be described by a form

identical to , however with a different dispersion relation.
The latter can be derived by starting from the energy-momentum relation,
which instead of reads (in the nonrelativistic case)
2
p
E=—. 6.8
2m (6:8)
Applying Planck’s and De Broglie relations , we readily obtain
the dispersion relation for nonrelativistic massive particles
h2k?
hw=—— 6.9
o (6.9)
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The wave function and Schrédinger equation Wave equations

Wave equations

One property of electromagnetic waves is the superposition principle:
If Uy and Wy are two (valid) wave functions, any linear combination
a1V + as¥s is a valid wave function.

Due to this linearity property, any valid wave function must satisfy a
(linear) wave equation.
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The wave function and Schrédinger equation Wave equations

Wave equations

One property of electromagnetic waves is the superposition principle:
If Uy and Wy are two (valid) wave functions, any linear combination
a1V + as¥s is a valid wave function.

Due to this linearity property, any valid wave function must satisfy a
(linear) wave equation.

We already know this equation for free electromagnetic waves.

1 62
(V2 — 2527 =0 (6.10)
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The wave function and Schrédinger equation Wave equations

Wave equations

One property of electromagnetic waves is the superposition principle:
If Uy and Wy are two (valid) wave functions, any linear combination
a1V + as¥s is a valid wave function.

Due to this linearity property, any valid wave function must satisfy a
(linear) wave equation.

We already know this equation for free electromagnetic waves.

(V2—i8—2)\p—0 (6.10)
o2’ '
notice that W (valid both for matter as well as light) is an
eigenfunction of the differential operators V and 0/0t, i. e.
— VU =k i%lll:wlll (6.11)
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The wave function and Schrédinger equation Wave equations

Wave equations

One property of electromagnetic waves is the superposition principle:
If Uy and Wy are two (valid) wave functions, any linear combination
a1V + as¥s is a valid wave function.

Due to this linearity property, any valid wave function must satisfy a
(linear) wave equation.

We already know this equation for free electromagnetic waves.

(V2—i8—2)\p—0 (6.10)
o2’ '
notice that W (valid both for matter as well as light) is an
eigenfunction of the differential operators V and 0/0t, i. e.
0
—iVU=FtV z'&\ll:wlll (6.11)
Replacing in , We see that the latter is equivalent to the
dispersion relation
w?=c? k? (6.12)
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The wave function and Schrédinger equation Wave equations

This immediately suggests to use the dispersion relation combined
with the relation to write down the corresponding analogous of
for massive particles:
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The wave function and Schrédinger equation Wave equations

This immediately suggests to use the dispersion relation combined
with the relation to write down the corresponding analogous of
for massive particles:
0 1
ihe — =—(—ihV)? | ¥ =0 6.13

(55~ -0V ) (6.13)
Which is the (time-dependent) Schrédinger equation for massive
(nonrelativistic) free particles.
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The wave function and Schrédinger equation Potential

Potential

For a particle moving in a constant potential (i.e. t- and r-independent)

V', the dispersion relation is replaced with £ = % +V, and
acquires a corresponding term V' W on the |.h.s.

1This can be understood if one assumes pieceweise constant potentials V;,
and requires that locally the equation for wave equation should only depend on
the local V;. In the end, one takes the limit of a continuous V' (¢,r)
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The wave function and Schrédinger equation Potential

Potential

For a particle moving in a constant potential (i.e. t- and r-independent)
V', the dispersion relation is replaced with £ = % +V, and
acquires a corresponding term V' W on the |.h.s.

The guess by Schrodinger was to formally do the same also for a - and
r-dependent potential * V(¢,r), yielding the complete time-dependent
Schrédinger equation

ov h?
h— = ——V?+V(t,r) | ¥ 6.14
A A (6.14)
H
for a nonconstant potential is no longer a solution of

1This can be understood if one assumes pieceweise constant potentials V;,
and requires that locally the equation for wave equation should only depend on

the local V;. In the end, one takes the limit of a continuous V' (¢,r)
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The wave function and Schrédinger equation Potential

The differential operator on the r.h.s. of is termed Hamilton
operator H. Symbolically, thus, the Schrédinger equation is written as

ih—=H . (6.15)

In general, ¥ can belong to a larger vector space (such as a function in
3N variables for IV particles or contain further degrees of freedom, such as

spin).
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The wave function and Schrédinger equation Potential

Combining the relations and , We see that energy and
momentum, which were variables in classical physics, become now
differential operators

0 3
E — z‘ha p — —ihV . (6.16):
This is one important aspect of quantum mechanics, which we will discuss
further below, namely the fact that physical quantities become linear
operators.
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The wave function and Schrédinger equation Time-independent Schrédinger equation

Time-independent Schrodinger equation
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The wave function and Schrédinger equation Time-independent Schrédinger equation

Time-independent Schrodinger equation

We consider in the following a stationary (i. e. time-independent) potential
V(r) and look for solution of in the form (separation of variables)

U(t,r) = f(t)y(r) (6.17):
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The wave function and Schrédinger equation Time-independent Schrédinger equation

Time-independent Schrodinger equation

We consider in the following a stationary (i. e. time-independent) potential
V(r) and look for solution of

in the form (separation of variables)

U(t,r) = f(t)i(r)

(6.17)
dividing by f(t)¥(r), becomes
1 dft) 1 [
mzhw = 0@ <—%V +V(r)> P(r) (6.18)
—_——
independent of r

independent of ¢

E. Arrigoni (TU Graz)

Intr. Theor. Phys.: Quantum mechanics

SS 2017 55 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+schroed
+PREDEL+xpdf-popup.sh+qm-eqoptmp+schroed

The wave function and Schrédinger equation Time-independent Schrédinger equation

Time-independent Schrodinger equation

We consider in the following a stationary (i. e. time-independent) potential
V(r) and look for solution of

in the form (separation of variables)

U(t,r) = f(t)i(r)

(6.17)
dividing by f(t)¥(r), becomes
1 dft) 1 [
mzhw = 0@ <—%V —i—V(r)) P(r) (6.18)
—_——
independent of r

independent of ¢

Therefore both sides must be equal to a constant.
By comparing with we can recognise this constant as the energy E.

E. Arrigoni (TU Graz)

Intr. Theor. Phys.: Quantum mechanics

SS 2017 55 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+schroed
+PREDEL+xpdf-popup.sh+qm-eqoptmp+schroed
+PREDEL+xpdf-popup.sh+qm-eqoptmp+schroed

The wave function and Schrédinger equation Time-independent Schrédinger equation

Time-independent Schrodinger equation

We consider in the following a stationary (i. e. time-independent) potential
V(r) and look for solution of

in the form (separation of variables)

U(t,r) = f(t)i(r)

(6.17)
dividing by f(t)¥(r), becomes
1 df()y 1 ( R,
—_———
independent of r

independent of ¢

Therefore both sides must be equal to a constant
By comparing with we can recognise this constant as the energy E.
thus splits into two equations, the first being easy to solve

Y — B 1) > £6) = foexp(~i=) (6.19)

E. Arrigoni (TU Graz)

Intr. Theor. Phys.: Quantum mechanics

SS 2017 55 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+schroed
+PREDEL+xpdf-popup.sh+qm-eqoptmp+schroed
+PREDEL+xpdf-popup.sh+qm-eqoptmp+schroed
+PREDEL+xpdf-popup.sh+qm-eqoptmp+sep

The wave function and Schrédinger equation Time-independent Schrédinger equation

Time-independent Schrodinger equation

the second one is the time-independent Schrddinger equation

2m

( I g2 + V(r)> Y(r) = Eip(r) (6.20):

H
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The wave function and Schrédinger equation Time-independent Schrédinger equation

Time-independent Schrodinger equation

the second one is the time-independent Schrddinger equation

2m

(-9 + V) v0) = Bt (6.20)

H

This is the equation for a wave function of a
particle with a fixed value of the energy.

It is one of the most important equations in quantum mechanics and is
used, e.g., to find atomic orbitals.
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The wave function and Schrédinger equation Time-independent Schrédinger equation

Schrodinger equation: ideas

These results suggest us some ideas that we are going to meet again later
@ Physical quantities (observables), are replaced by differential

operators.
Here we had the case of energy E and momentum p:
0 - h?
E—ih—=H=—-—V?
— T 2mV + V(r)
p — p=—thV (6.21)

The “hat” " distinguishes an operator from its corresponding value.

2also called eigenstates
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Schrodinger equation: ideas

These results suggest us some ideas that we are going to meet again later
@ Physical quantities (observables), are replaced by differential

operators.
Here we had the case of energy E and momentum p:
0 - h?
E—ii=H=—-——V24+V(r
ot 2m +Viz)
p — p=—ihV (6.21)
The “hat” " distinguishes an operator from its corresponding value.
° has the form of an eigenvalue equation similar to the one we
encounter in linear algebra.
The solutions of are, thus, eigefunctions® of H

2also called eigenstates
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The wave function and Schrédinger equation Time-independent Schrédinger equation

Schrodinger equation: ideas

These results suggest us some ideas that we are going to meet again later
@ Physical quantities (observables), are replaced by differential

operators.
Here we had the case of energy E and momentum p:
0 - R _,
E—)zha :H:—%V + V(r)
p — p=—ihV (6.21)
The “hat” " distinguishes an operator from its corresponding value.
° has the form of an eigenvalue equation similar to the one we
encounter in linear algebra.
The solutions of are, thus, eigefunctions? of H
@ Solutions of are called stationary states, since their time
evolution is given by with , so that the probability density

|W(t.r)|? is time-independent.
2also called eigenstates
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The wave function and Schrédinger equation Time-independent Schrédinger equation

Ways to solve the time-dependent Schrodinger equation

Not any wave function will have the separable form . However, any
wave function can be written as a linear combination of such terms.
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Ways to solve the time-dependent Schrodinger equation

Not any wave function will have the separable form . However, any
wave function can be written as a linear combination of such terms.
One then can then evaluate the time evolution for each separate term
using and
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The wave function and Schrédinger equation Time-independent Schrédinger equation

Ways to solve the time-dependent Schrodinger equation

Not any wave function will have the separable form . However, any
wave function can be written as a linear combination of such terms.
One then can then evaluate the time evolution for each separate term
using and 1

This is the most common approach used to solve the time-dependent
Schrédinger equation. We will discuss it again later.
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The wave function and Schrédinger equation Normalisation

Normalisation

Due to the linearity of , its solution can be always multiplied by a

constant.
An important point in quantum mechanics is that
two wave functions differing by a constant describe the same physical

state.

SS 2017 59 / 243

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics


+PREDEL+xpdf-popup.sh+qm-eqoptmp+tischroed

The wave function and Schrédinger equation Normalisation

Normalisation

Due to the linearity of , its solution can be always multiplied by a
constant.

An important point in quantum mechanics is that

two wave functions differing by a constant describe the same physical
state.

The value of the constant can be (partly) restricted by the condition that
the wavefunction is normalized.

This is obtained ba normalizing the probability density ,i. e by
requiring that the total probability is 1. This gives the normalisation
condition

<Yl >= / lp(r)Pd®r =1. (6.22)
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The wave function and Schrédinger equation Normalisation

It is not strictly necessary, but useful, to normalize the wave function. If
the wave function is not normalized, however, one has to remember that
the probability density p(r) for finding a particle near r is not merely

[4(r)|? but

r 2
p(a) = f@f‘% (6.23)
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The wave function and Schrédinger equation Normalisation

It is not strictly necessary, but useful, to normalize the wave function. If
the wave function is not normalized, however, one has to remember that
the probability density p(r) for finding a particle near r is not merely
V() but 2
|ib(r)]

) = 20 (623)
Notice that even after normalisation the constant is not completely
determined, as one can always multiply by a number of modulus 1, i. e. a
phase e**.
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The wave function and Schrédinger equation Normalisation

It is not strictly necessary, but useful, to normalize the wave function. If
the wave function is not normalized, however, one has to remember that
the probability density p(r) for finding a particle near r is not merely
[4(r)|? but

9 ()

p(r) = PRITES (6.23)

Notice that even after normalisation the constant is not completely
determined, as one can always multiply by a number of modulus 1, i. e. a

phase e**.

Finally, notice that not all wave functions are normalizable. In some cases
the integral may diverge. This is for example the case for free
particles . We will discuss this issue later.
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The wave function and Schrédinger equation Summary of important concepts
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The wave function and Schrédinger equation Summary of important concepts

(1) Wave-particle dualism

Objects (electrons, electromagnetic waves) are both Waves and Particles:
Waves: Delocalized, produce interference
Particles: localized, quantized
Reconciling both aspects:
complex wave function W(t,r) — interference
probability density p(r) o |U(t,r)|?
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The wave function and Schrédinger equation Summary of important concepts

(2) New description of physical quantities

Physical quantities become differential operators on ¥(¢,r):

p— —ihV  E— m% (6.24);
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The wave function and Schrédinger equation Summary of important concepts

(2) New description of physical quantities

Physical quantities become differential operators on ¥(¢,r):
. 0
p — —thV E— zha (6.24)

This comes by combining
(a) electromagnetic waves:

k — -V w—m‘g
ot

(b) de Broglie, Planck
hk =p hw=F
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The wave function and Schrédinger equation Summary of important concepts

(3) Wave equation for W: Schrddinger equation

Combining with classical energy relation
2
P
E=—+V
5 T V(r)

yields Schrodinger equation

. (9 - 2V2 __ &
iho U = <—h o T V(r)) U=HU (6.25):
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The wave function and Schrédinger equation Summary of important concepts

(3) Wave equation for W: Schrddinger equation

Combining with classical energy relation
2
P
E=—+V
5 T V(r)

yields Schrodinger equation

L0 (VP .
ihoe U = <—h o+ V(r)> U=H07 (6.25)

same idea as for electromagnetic waves:

2
E*=cp® - %\IJ = V20
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The wave function and Schrédinger equation Summary of important concepts

(4) Time independent Schrddinger equation

Separable solution of
U(t,r) = e PN (r)

Eigenfunction of the energy operator.
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The wave function and Schrédinger equation Summary of important concepts

(4) Time independent Schrddinger equation

Separable solution of

U(t,r) = e M)(r)

Eigenfunction of the energy operator.

Requires solution of eigenvalue equation

A~

Hy(r) = Ey(r)

which determines Energy levels and wavefunctions
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sec:Potentialprobleme

Basic potential problems

Next we will solve the time independent Schrédinger equation for
some basic potential problems. We will only treat one-dimensional
problems in the examples.
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Basic potential problems Boundary conditions for the wave function

Boundary conditions for the wave function

First we derive the boundary conditions for the position-space wave
function for Eigenstates of H. First let’'s assume the one-dimensional case.
1) The wave function (x) is always continuous.

To+e
Proof: Let's assume / (%1/}(@) dr = 9Y(xzo+e) — Y(xg—e¢).

In the case that ¢ is not continuous at zg, the right side would not vanish
for ¢ — 0. This, however, would imply that %@b(az) x d(z — xp) and

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 68 / 243


sec:Randbedingungen

Basic potential problems Boundary conditions for the wave function

the kinetic energy would diverge:

_52

_ s ”<%¢*<x>>.(%¢<x>> o = %_f%wm

—00

o0

o< / 0(x — x9) - 0(x — xg) dx = §(0) =

Since the kinetic energy is finite, ¢)(z) must therefore be continuous
everywhere.
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Basic potential problems Boundary conditions for the wave function

2) The derivative % is continuous for infinite potentials.

We integrate the Schrodinger equation from zg — e to g + ¢

h2 To+e d2 To+e To+E
- — — =— E . (7.1)
o [ L i) de / V(2)(x) dz + / V(@) de . (7.1)
ro—¢€ ro—¢€ Tro—€
For a finite potential V() the right side of equation vanishes in the

limit € — 0, since ¥ (x) has no d-contributions, otherwise the kinetic
energy would diverge.

We obtain: )

lim—;—m [ (20 + ) — 9 "(wg — )] = 0 (7.2)

e—0

%w(az) is therefore continuous.
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Basic potential problems Boundary conditions for the wave function

3) Jump in the derivative of 1 for potentials with d-contribution
If V(z) has d-contributions V' (z) = C - 6(z — x¢) + (finite contributions),
then

To+e Tote
V(@) p(z)de = / C-8(c —z0) ple)de = Celxo)

Such a potential is used for example to describe potential barriers.
Therefore comes from a jump in the derivative of 1 (x):

2m

limy (w’<xo+e> . ¢'<xo—e>) = 2% 0 (a) (7.3

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 71/ 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+IV-41a

Basic potential problems Boundary conditions for the wave function

4) The wave function vanishes for infinite potentials
If V(z) = oo in an interval x € (x4, ), then the wave function vanishes
in this interval, since the potential energy would be infinite.

5) Discontinuity of % on the edge of an infinite potential

If V(z) = oo in an interval x € (x4, ), then the wave function is zero in
the interval and continuous everywhere else, however, the derivative will
generally not be continuous at the boundaries of the interval.

Boundary conditions for three-dimensional problems

From similar considerations we obtain for three dimensions, that the wave
function and all partial derivatives must be continuous everywhere, when
the potential is finite everywhere. Further general properties of the wave
function will be discussed later.

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 72 / 243



Basic potential problems Constant potential

Constant potential

Especially important for potential problems is the case, that the potential
is constant in an interval. We will treat the one-dimensional problem. Let's
therefore assume

V(z) =V =const. fir a <z <b.

In this interval the Schrddinger equation reads as
h2 /"
- y(a) = (B-V) ¥() (74)

(Vibration equation), with the general solution
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Basic potential problems Constant potential

Solution of the Schrédinger equation for a constant potential

() = ape?” + by e ?” (7.5a)

= agelk? +  bgpeik® (7.5b)

= ag cos(kx) + b3 sin(kx) , (7.5¢)

with k2 =—¢ = B (E-V) (7.5d)

These three solutions are equivalent !
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Basic potential problems Constant potential

If &£ <V, then q is real-valued, and the formulation of the first line is
convenient. The wave function ¢ (x) then generally has exponentially
increasing and decreasing contributions in the interval [a, b]

If £ >V, then k is real-valued, and the second or third line is convenient,
depending on the boundary conditions. The wave function exhibits
oscillatory behaviour in the interval [a, b].

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 75 / 243



Basic potential problems Bound states in a potential well

Bound states in a potential well

Infinite potential well

The potential well with infinite walls, shown in figure , can be
interpreted as a highly idealized solid state. The electrons feel a constant
potential in the solid and are prevented from leaving by the infinite walls.
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Basic potential problems Bound states in a potential well

Infinite potential well

The potential is

Vo:=0 forO<z<L

00 otherwise
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Basic potential problems Bound states in a potential well

Therefore exist three qualitatively different areas, shown in the sketch.

It is often times practical for such potential problems to first find general
solutions for the wave function in the areas and then connect them,
according to the existing boundary conditions.

We find for the infinite potential well:

Areas | & llI: Here is V(x) = oo and therefore ¢(z) = 0, since
otherwise

Bt = [ V(@) (@) do = o0
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Basic potential problems Bound states in a potential well

Area IlI: Here is the potential constant.
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Basic potential problems Bound states in a potential well

Area IlI: Here is the potential constant.
1. Attempt: We set E < Vy = 0 and use

Y(E)=ae? + be®®

with real-valued ¢ = /22 (1 — E).
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Basic potential problems Bound states in a potential well

Area IlI: Here is the potential constant.
1. Attempt: We set E < Vy = 0 and use

Y(E)=ae? + be®®

with real-valued ¢ = /22 (1 — E).

The continuity of the wave function at z = 0 demands (0) = 0, thus

a = —b. The continuity at x = L demands (L) = 0, thus e?" — e~ = 0.
From this we obtain ¢ = 0 and with this ¥(x) = a(e — e’) = 0. We
therefore find no solution for £ < V) |
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Basic potential problems Bound states in a potential well

Area IlI: Here is the potential constant.
1. Attempt: We set E < Vy = 0 and use

Y(E)=ae? + be®®

with real-valued ¢ = /22 (1 — E).

The continuity of the wave function at z = 0 demands (0) = 0, thus

a = —b. The continuity at x = L demands (L) = 0, thus e?" — e~ = 0.
From this we obtain ¢ = 0 and with this ¥(x) = a(e — e’) = 0. We
therefore find no solution for £ < V ! One can generally see, that the
energy F/ must always be greater than the minimum of the potential.
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Basic potential problems Bound states in a potential well

Area IlI: Here is the potential constant.
1. Attempt: We set E < Vy = 0 and use

Y(E)=ae? + be®®

with real-valued ¢ = /22 (1 — E).

The continuity of the wave function at z = 0 demands (0) = 0, thus

a = —b. The continuity at x = L demands (L) = 0, thus e?" — e~ = 0.
From this we obtain ¢ = 0 and with this ¥(x) = a(e — e’) = 0. We
therefore find no solution for £ < V ! One can generally see, that the
energy F/ must always be greater than the minimum of the potential.

2. Attempt: We set E > V| and use (due to the boundary conditions)

Y(x) = asinkx + bcoskx (7.6)
2m(E —
with k = w 5 a, b € C
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Basic potential problems Bound states in a potential well

The wave function must satisfy several conditions:

@ The continuity of the wave function defines here the boundary
conditions ¢(0) = 0 and (L) = 0, and therefore

b —
asin(kL) = 0
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Basic potential problems Bound states in a potential well

The wave function must satisfy several conditions:

@ The continuity of the wave function defines here the boundary
conditions ¢(0) = 0 and (L) = 0, and therefore

b —
asin(kL) = 0

The second condition together with the normalization can only be
satisfied with sin(kL) =0,

Therefore k = % has to hold for an integer quantum number n,
characterizing the bound state.
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Basic potential problems Bound states in a potential well

The wave function must satisfy several conditions:

@ The continuity of the wave function defines here the boundary
conditions ¢(0) = 0 and (L) = 0, and therefore

b —
asin(kL) = 0

The second condition together with the normalization can only be
satisfied with sin(kL) =0,

Therefore k = % has to hold for an integer quantum number n,
characterizing the bound state.

The value n = 0 is exempted, since otherwise would ¢¥) = 0. We can
furthermore restrict n to positive values, since negative n using
sin(—nkz) = — sin(nkx) would lead to the same wave function apart
from a phase factor (—1).
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Basic potential problems Bound states in a potential well

The wave function must satisfy several conditions:

@ The continuity of the wave function defines here the boundary
conditions ¢(0) = 0 and (L) = 0, and therefore

b —
asin(kL) = 0

The second condition together with the normalization can only be
satisfied with sin(kL) =0,

Therefore k = % has to hold for an integer quantum number n,
characterizing the bound state.

The value n = 0 is exempted, since otherwise would ¢¥) = 0. We can
furthermore restrict n to positive values, since negative n using
sin(—nkz) = — sin(nkx) would lead to the same wave function apart
from a phase factor (—1).

@ The derivative of the wave function may show any discontinuity at
x =0 and x = L, since the potential is infinite there.
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Basic potential problems Bound states in a potential well

@ Normalization of the wave function: Firstly must ¢ (z) be
normalizable, which is here not a problem in the finite interval [0, L].
Secondly we can calculate the normalization constant a in
dependence of the quantum number n:

[e.e]

1= (ly) = / da ()2

— 00

L
= |a\2/ dz sin2(ﬁx)
0 L

L nr n
= |a\2E/ dy sin®’y mit y:fﬂm
0
L nrw L
_ g L _ ol
= lal" — = lal” 3

Therefore |a|? = % with any arbitrary phase for a, which we choose
to be real-valued.
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Basic potential problems Bound states in a potential well

In total we obtain the

Solution for a particle in the infinite potential well

Yn(z) = \/% sin(kpz) , 0 < z < L; (¢(x) =0 sonst) (7.7)

k= % n=1,2,... (7.8)
K272
E, = T n? + V (7.9)

Therefore is here energy and wave number quantized, only allowing
discrete possible values depending on the quantum number n. The energy
increases with n? and decreases with 1/L2.
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Basic potential problems Bound states in a potential well

Figure 3 shows the wave functions for the three lowest eigenvalues. For
each excitation the wave function crosses zero once more (so-called
,,nodes").

The four lowest eigenvalues with wave functions
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Figure 3 shows the wave functions for the three lowest eigenvalues. For
each excitation the wave function crosses zero once more (so-called
,,nodes").
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Figure 3 shows the wave functions for the three lowest eigenvalues. For
each excitation the wave function crosses zero once more (so-called
,,nodes").
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Basic potential problems Bound states in a potential well

Figure 3 shows the wave functions for the three lowest eigenvalues. For
each excitation the wave function crosses zero once more (so-called
,,nodes").
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The four lowest eigenvalues with wave functions
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Basic potential problems Bound states in a potential well

Figure 3 shows the wave functions for the three lowest eigenvalues. For
each excitation the wave function crosses zero once more (so-called
,,nodes").

V() Es 16

Yu()

The four lowest eigenvalues with wave functions

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 83 / 243



Basic potential problems Bound states in a potential well

Force transmission to the walls
The force can be calculated from the energy

dE
F = =
dL
_ R2n?n? 2 RPpin?
2m L3 mI3

The energy of a state is lower in a broader well, due to this a force acts on
the wall, trying to push them apart!
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Basic potential problems Bound states in a potential well

Finite potential well

Let's now assume a potential well of finite depth

W for|z| < L/2 ; Vo< 0

Vir) =
(z) 0  otherwise

: (7.10):

as shown in figure
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Basic potential problems Bound states in a potential well

|
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8

Finite potential well.
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Basic potential problems Bound states in a potential well

First we only look at the bound states £ < 0
There are three distinct areas, marked in figure
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Basic potential problems Bound states in a potential well

First we only look at the bound states ¥ < 0
There are three distinct areas, marked in figure . For the areas | and IlI
Schrodinger equation is

v'(z) = 2By )
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Basic potential problems Bound states in a potential well

First we only look at the bound states ' < 0
There are three distinct areas, marked in figure . For the areas | and IlI

Schrodinger equation is

v'(z) = 2By )

The general solution

P(x) = Are™ 9 + Age™I” (7.11)

om|E
with g=1/ ”;LL | (7.12)

with different coefficients A; 5 in the areas | and IIl.
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Basic potential problems Bound states in a potential well

First we only look at the bound states ' < 0
There are three distinct areas, marked in figure . For the areas | and IlI
Schrodinger equation is

v'(z) = 2By )

The general solution

P(x) = Are™ 9 + Age™I” (7.11)

om|E
with g=1/ ”;LL | (7.12)

with different coefficients A; 5 in the areas | and IIl.
In area | must be A =0, For the same reason is A4/ = 0 in area Il
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Basic potential problems Bound states in a potential well

In area |l
(IVol = |E])

W (x) = _2m 2! (@)
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Basic potential problems Bound states in a potential well

In area |l 2m(|Vol - |E)
m ——
P (x) = — T (x)
h
General solution 4 '
$(x) = B1e’™* 4 Bye " (7.13)

ol B \/w (7.14)
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Basic potential problems Bound states in a potential well

The entire wave function is therefore

A e ;o< -5
Ay e 1" sx > é

The coefficients can be calculated from the continuity conditions of the

function and its derivatives.
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The entire wave function is therefore

Al e?”® ;T < _%
¢(x) ={ B eik‘o: + By e—ik‘l“ : % <z< % . (7.15)
Ay e 1" sx > é

The coefficients can be calculated from the continuity conditions of the
function and its derivatives.

Every wave function is
either symmetric or antisymmetric under x — —x:

Ay el o <L —%
symmetric s(x) = { Bs cos(kx) —% <z< % (7.16a)
Ay e " sx > %



Basic potential problems Bound states in a potential well

The entire wave function is therefore

Al e?”® ;T < _%
¢(x) ={ B eik‘o: + By e—ik‘l“ : % <z< % . (7.15)
Ay e 1" sx > é

The coefficients can be calculated from the continuity conditions of the

function and its derivatives.

Every wave function is
either symmetric or antisymmetric under x — —x:

A et* o <L —%
symmetric s(x) = { Bs cos(kx) —% <z< % (7.16a)
Ay e " sx > %
A, et ;x < —%
anti-symmetric Ya(z) = By sin(kz) ; -2 <z <L (7.16b)
—A, e ¥ x> é
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Basic potential problems Bound states in a potential well

We start with the symmetric case
continuity conditions:

Ny
i)

bs(5):  Aye3) = B, cos(kL/2)

’

bs(

NIy

): —Aed%) = —E B sin(kL/2)
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Basic potential problems Bound states in a potential well

We start with the symmetric case
continuity conditions:

V(%) A e 13 = B, cos(kL/2)
= tan(kL/2) = %
’ (L o
%(%) : —Age 13 = —g Bs sin(kL/2)
(7.17)
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Basic potential problems Bound states in a potential well

We start with the symmetric case
continuity conditions:

ot

¥vs(£): A, e7%3) = B cos(kL/2)

= tan(kL/2) = %

ol

Yy(h): —A e 43 = -k B, sin(kL/2)
(7.17)
The left side is a homogeneous system of linear equations for the

coefficients As and Bs.
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Basic potential problems Bound states in a potential well

We start with the symmetric case
continuity conditions:

V(%) A e 13 = B, cos(kL/2)
= tan(kL/2) = %
’ (L o
¢S(%) : —Age 13 = —g Bs sin(kL/2)
(7.17)

The left side is a homogeneous system of linear equations for the
coefficients As and Bs.

This system has only a non-trivial solution, when the determinant vanishes.
Since ¢ and k depend on E (compare and ), it represents a
condition for the energy.
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Basic potential problems Bound states in a potential well

This equations provides the quantization condition for the allowed energy
eigenvalues (in the symmetric case).
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Basic potential problems Bound states in a potential well

This equations provides the quantization condition for the allowed energy
eigenvalues (in the symmetric case).

For further analysis it is practical to introduce a new variable n = kL/2
and to express E hereby through
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Basic potential problems Bound states in a potential well

This equations provides the quantization condition for the allowed energy
eigenvalues (in the symmetric case).

For further analysis it is practical to introduce a new variable n = kL/2
and to express E hereby through

L\? L\?2m - L\?
3 _ (L& 2_ (L& _ _v_(Z 2
n —<2> k <2> 72 (IVol = |E]) = Vo <2> q .

Here we have defined: 1 = (é)Q 201 Vp).
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Basic potential problems Bound states in a potential well

This equations provides the quantization condition for the allowed energy
eigenvalues (in the symmetric case).

For further analysis it is practical to introduce a new variable n = kL/2
and to express E hereby through

7= (2) #= (%) Zawl-m =t (%) ¢

Here we have defined: V) = (5)2 Im vy
This yields a relation between k and q:

Vo — 02
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Basic potential problems Bound states in a potential well

This equations provides the quantization condition for the allowed energy
eigenvalues (in the symmetric case).

For further analysis it is practical to introduce a new variable n = kL/2
and to express E hereby through

7= (2) #= (%) Zawl-m =t (%) ¢

Here we have defined: V) = (5)2 Im vy
This yields a relation between k and q:

Vi —
q 0—17
== 7.18
= (7.18)
The condition equation therefore results for the symmetric case to
Vo —
q 0—"
t =-=Ll— 7.19
an(n) . ; (7.19)
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Basic potential problems Bound states in a potential well

The antisymmetric case behaves identically. The calculation steps are here
presented without further explanation.
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Basic potential problems Bound states in a potential well

The antisymmetric case behaves identically. The calculation steps are here
presented without further explanation.

Ya(L): —A,e 42 = B, sin(kL/2)

Va(5):  Aq ez = % Bq cos(kL/2)
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Basic potential problems Bound states in a potential well

The antisymmetric case behaves identically. The calculation steps are here
presented without further explanation.

Ya(L): —A,e 42 = B, sin(kL/2)

= tan(kL/2) = K
(LY. —a(§) — &k q
Yo(3):  Aae @2/ = 2By cos(kL/2)
(7.20)
holds also in the antisymmetric case, so that:
k
tan(n) . (7.21)

VA v
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Basic potential problems Bound states in a potential well

tan(
111(;//)47

~
2 4 8 10

We can obtain the graphical solution of the implicit equations for 7
and from the intersection points of the curve tan(z) shown in figure
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Basic potential problems Bound states in a potential well

tan(n)
4 q/k

~
10

We can obtain the graphical solution of the implicit equations for 7
and from the intersection points of the curve tan(z) shown in figure
with the curves ¢/k
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Basic potential problems Bound states in a potential well

6

tan(n)
4 q/k

2L

~
10

We can obtain the graphical solution of the implicit equations for 7
and from the intersection points of the curve tan(z) shown in figure
with the curves g/k and —Fk/q, respectively (both defined in the

interval 0 < 7 < \/Vp).
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Basic potential problems Bound states in a potential well

6

tan(n)
4 q/k

2L

~
10

We can obtain the graphical solution of the implicit equations for 7

and from the intersection points of the curve tan(z) shown in figure
with the curves g/k and —Fk/q, respectively (both defined in the

interval 0 < n < \/‘7_0)

One can see, that independently from Vo there is always an intersection

with the g/k-curve. This means there is always at least one symmetric,

bound state.
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Basic potential problems Bound states in a potential well

6
tan(
A1l //\4

10

—k/q\:

We can also easily determine the number of bound states for a given
potential parameter Vj.
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6
tan(
A1l //\4

10

—k/q\:

We can also easily determine the number of bound states for a given
potential parameter Vj.
The tangent is zero at nn = n.
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6
tan(
A1l //\4

10

—k/q\:

We can also easily determine the number of bound states for a given
potential parameter Vo.

The tangent is zero at nn = n.

The number of intersections of the curve ¢/k with tan(n) always increases

by one when 4/ Vo surpasses the values nr.
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6
tan(
A1l //\4

10

—k/q\:

We can also easily determine the number of bound states for a given
potential parameter Vo.

The tangent is zero at nn = n.

The number of intersections of the curve ¢/k with tan(n) always increases

by one when 4/ Vo surpasses the values nr.
The number of symmetric eigenvalues is therefore N = int(@ +1).
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Basic potential problems Bound states in a potential well

6
tan(
A1l //\4

10

—k/q\:

We can also easily determine the number of bound states for a given
potential parameter Vo.

The tangent is zero at nn = n.

The number of intersections of the curve ¢/k with tan(n) always increases

by one when 4/ Vo surpasses the values nr.

The number of symmetric eigenvalues is therefore N = int(@ +1).

The number of anti-symmetric eigenvalues is given by int(@ +1/2)
(Exercises).
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Basic potential problems Bound states in a potential well

For the final determination of the wave function we use the continuity
conditions and

A, = B, e/? cos(kL/2)
Ay = —B,e™? sin(kL/2)
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Basic potential problems Bound states in a potential well

For the final determination of the wave function we use the continuity
conditions and

A, = B, et cos(kL/2)

Ay = —B,e™? sin(kL/2)
and obtain with the dimensionless length { = z/(L/2)
cos(r) #EH) g <
Wy(&) = Bsq cos(né) , —l<e<+1 (7.22a)
cos(n) e~9(€-1) , E>+1
W,(£) =B, {  sin(ng) , —1<E<+1 . (7.22b)
sin(n) e~9(€-1) , € > +1

The parameters B, come from the normalization. It is not imperative to
normalize the wave function, however, one has to take this into account

when calculating expectation values, probabilities, etc.
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Basic potential problems Bound states in a potential well
L]

U,(6) =] — !
q’l(@ N
Wo(§) = -

Wave functions U,,(£) corresponding to the three eigenvalues E,, of the potential
well with a potential height of Vj = 13.
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Basic potential problems Bound states in a potential well
L]

q’l(@ N
Wy (€) =  — -

Wave functions U,,(£) corresponding to the three eigenvalues E,, of the potential

well with a potential height of Vy = 13.

As for the case of the infinite potential well, the wave function of the
ground state does not have zero crossings (nodes). Quite generally, if one
sorts the energies E,, in increasing order with the quantum number
n=0,1,---, then the state ¥,, has n nodes.

SS 2017 96 / 243
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Basic potential problems Bound states in a potential well
L]

q’l(@ N
Wy (€) =  — -

Wave functions U,,(£) corresponding to the three eigenvalues E,, of the potential
well with a potential height of Vy = 13.

As for the case of the infinite potential well, the wave function of the
ground state does not have zero crossings (nodes). Quite generally, if one
sorts the energies E,, in increasing order with the quantum number
n=0,1,---, then the state ¥,, has n nodes.

With increasing n, the wave function protrudes outside of the potential

SS 2017 96 / 243
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Basic potential problems Bound states in a potential well

Summary: bound states

From the results obtained above for the special (box-shaped) potentials,
we try to derive more general results for bound states in one dimension
without proof. For this we take a look at continuous potentials V' (z), for
which lim,_, 1+ V(z) = Vi < 00, where we can choose without
restriction Vo, = 0. Furthermore, we take V(z) < 0.
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Summary: bound states

@ bound states have negative energy eigenvalues.>

*Convention V(00) — 0
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Basic potential problems Bound states in a potential well

Summary: bound states

@ bound states have negative energy eigenvalues.>

@ their energy eigenvalues E,, are discrete.
This comes from the condition, that the wave function must not
diverge for x — +o0.

*Convention V(00) — 0
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Basic potential problems Bound states in a potential well

Summary: bound states

@ bound states have negative energy eigenvalues.>

@ their energy eigenvalues E,, are discrete.
This comes from the condition, that the wave function must not

diverge for ©z — *o0.
o their wave function v, () is normalizable (therefore L?):
25 (@) do < oo

*Convention V(00) — 0
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Basic potential problems Bound states in a potential well

Summary: bound states

@ bound states have negative energy eigenvalues.>

@ their energy eigenvalues E,, are discrete.
This comes from the condition, that the wave function must not
diverge for x — +o0.

o their wave function v, () is normalizable (therefore L?):
S (@) dz < oo

@ it can be chosen to be real-valued (we haven't shown this).

*Convention V(00) — 0
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Basic potential problems Bound states in a potential well

Summary: bound states

)

bound states have negative energy eigenvalues.3

[

their energy eigenvalues E,, are discrete.

This comes from the condition, that the wave function must not
diverge for ©z — *o0.

their wave function v, () is normalizable (therefore L?):

25 (@) do < oo

it can be chosen to be real-valued (we haven't shown this).

[

e ©

eigenstates of different energies are orthogonal:

/_ " (@) (@) dE X S (7.23)

*Convention V(00) — 0
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Basic potential problems Bound states in a potential well

Summary: bound states

@ bound states have negative energy eigenvalues.>

@ their energy eigenvalues E,, are discrete.
This comes from the condition, that the wave function must not
diverge for x — +o0.

o their wave function v, () is normalizable (therefore L?):
S (@) dz < oo

@ it can be chosen to be real-valued (we haven't shown this).

@ eigenstates of different energies are orthogonal:

/_ " (@) (@) dE X S (7.23)

@ the wave functions have nodes (except for the ground state, i. e. the
state with the lowest energy), the number of nodes increases with n.

*Convention V(00) — 0
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Basic potential problems Bound states in a potential well

Summary: bound states

@ bound states have negative energy eigenvalues.>

@ their energy eigenvalues E,, are discrete.
This comes from the condition, that the wave function must not
diverge for x — +o0.

o their wave function v, () is normalizable (therefore L?):

JZo ion (@) da < o0
@ it can be chosen to be real-valued (we haven't shown this).

@ eigenstates of different energies are orthogonal:
/ Dol () s 5% G (7.23)
—00

@ the wave functions have nodes (except for the ground state, i. e. the
state with the lowest energy), the number of nodes increases with n.

@ in one dimension there is always at least one bound state

*Convention V(00) — 0
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Basic potential problems  Scattering at a potential barrier

Scattering at a potential barrier

| Il 1
R Vo
- T
—= —
-L 0 x

We will now quantum mechanically investigate the scattering process of
particles at a potential. Next, we will focus on unbound states. reflection
coefficient and transmission coefficient, respectively.

R _ number of reflected particles

number of incoming particles

number of transmitted particles

number of incoming particles
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Basic potential problems  Scattering at a potential barrier

In the classical case, the situation is simple:
if E > V), the particle can pass through the potential (it is only slowed

down during the process of passing), therefore T'=1, R = 0,
while in the case that F < Vj it will certainly be completely reflected,

therefore T'=0, R = 1.

SS 2017 100 / 243
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Basic potential problems  Scattering at a potential barrier

Quantum tunnelling
We are at first interested in the case that V > 0, for energies 0 < F < V}.
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Basic potential problems  Scattering at a potential barrier

Quantum tunnelling
We are at first interested in the case that V > 0, for energies 0 < F < V}.

In the domains | and IlI the general solution is
p(x) = Ap-e*T Ay e
2mE
with the wave number E = % and E > ({7.24)
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Basic potential problems  Scattering at a potential barrier

Quantum tunnelling
We are at first interested in the case that V > 0, for energies 0 < F < V}.

In the domains | and IlI the general solution is
p(x) = Ap-e*T Ay e
2mE
with the wave number E = % and E > ({7.24)

In domain |, this function describes a flux of particles, propagating to the
right (momentum p = —iha% = hk > 0) and a flux of particles
propagating to the left (p = —hk), after being reflected.
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Basic potential problems  Scattering at a potential barrier

Quantum tunnelling
We are at first interested in the case that V > 0, for energies 0 < F < V}.

In the domains | and IlI the general solution is
p(x) = Ap-e*T Ay e
2mE
with the wave number E = % and E > ({7.24)

In domain |, this function describes a flux of particles, propagating to the
right (momentum p = —iha% = hk > 0) and a flux of particles
propagating to the left (p = —hk), after being reflected.

Behind the barrier (domain Il1) Az = 0 in this domain.
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Basic potential problems  Scattering at a potential barrier

In the domain Il is
Y(x) = Bi-e® 4+ By-e I
. 2m(Vp — E :
with q = (Vo = B) being real-valued and > 0. (7.25)

h?
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Basic potential problems

Scattering at a potential barrier

In the domain I is
Y(x) = Bp e+ By-e ¥
2 - F
with q = 77%(‘/0 )

2 being real-valued and > 0. (7.25)

The total wave function is therefore

E. Arrigoni (TU Graz)
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Basic potential problems  Scattering at a potential barrier

In the domain Il is
Y(z) = Bp-e? 4+ By-e ¥
2m(Vo — E
with q = 2m(Vo — E) being real-valued and > 0. (7.25)

72
The total wave function is therefore
Ay gtk + Ay etk ;< —L

P(x) = (B1e?” +Bye ™ ; —-L<z<0
¢ @ ;x>0

The continuity conditions of ¢ (z) and 1 (z) give 4 boundary conditions to
determine 5 unknown coefficients Ay, Ay, By, By, C.4

*We can already see a difference to the case of bound states, where the
number of unknown coefficients was equal to the number of conditions.
E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 102 / 243
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Basic potential problems  Scattering at a potential barrier

Since the wave function can be multiplied by a constant, we can set
A; =1, since this coefficient describes the density of the incoming
particles.
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Basic potential problems  Scattering at a potential barrier

Since the wave function can be multiplied by a constant, we can set
A; =1, since this coefficient describes the density of the incoming

particles.
As said before, we are interested in the reflection and transmission

coefficients

Ny |A2|2 2
R = — || = == A
e |‘41|2 | 2|
T \C|2 2
T = &= = C ;
Te |Al|2 | |

where ne,n,,n; denote the (probability) densities of the incoming,
reflected and transmitted particles.
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Basic potential problems  Scattering at a potential barrier

This results in
eikx+A e—ikm cx < —I
Pla) = Bre®” +Bye™® ; —L<z<0 . (7.26):
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Basic potential problems  Scattering at a potential barrier

This results in

ehT L A emthr g < ]
Y)={Bi1e?” +Bye® ; -L<z<0 . (7.26)
C etk ;x>0
Boundary conditions:
(@) (—L): e*(=L) 4 A.e~th(-L) = By + By

(7.27)

with
SS 2017 104 / 243
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Basic potential problems  Scattering at a potential barrier

This results in

eikx+A e—ikm ;xS—L

Y(@) =< B1e?® +Bye ¥ ; - L<z<0 . (7.26)
¢ @ ;x>0
Boundary conditions:
(@) (—L): e*(=L) 4 A.e~th(-L) = By + By
(0)  %(0): C = Bi + B,
(7.27)
with By =Bie %, By = Byt p= -

SS 2017 104 / 243
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Basic potential problems  Scattering at a potential barrier

This results in
eikx+A e—ikm cx < —I
Pla) = Bre®” +Bye™® ; —L<z<0 . (7.26)

Boundary conditions:

(a) 1/1(—L) . etk(=L) + A e—tk(=L) — Bl + B2
(0)  %(0): ¢ = Bi + By

(&) ¢'(-L): Il — I = —ip(B1 — By)(7.27)
with By =Bie %, By = Byt p= -

SS 2017 104 / 243
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Basic potential problems  Scattering at a potential barrier

This results in
eikx+A e—ikm cx < —I
Pla) = Bre®” +Bye™® ; —L<z<0 . (7.26)

Boundary conditions:

@ GCD): MDpa MDD = BB,
B 60 ¢ = BB
(&) ¢'(-L): Il — I = —ip(B1 — By)(7.27)
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Basic potential problems  Scattering at a potential barrier

First consequences

Energies of unbound states form a continuum

The existing system is an inhomogeneous linear system of 4 equations with
4 unknown coefficients.
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First consequences

Energies of unbound states form a continuum
The existing system is an inhomogeneous linear system of 4 equations with
4 unknown coefficients.

Due to the fact that the system is inhomogeneous, the determinant does
not have to vanish.
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First consequences

Energies of unbound states form a continuum

The existing system is an inhomogeneous linear system of 4 equations with
4 unknown coefficients.

Due to the fact that the system is inhomogeneous, the determinant does
not have to vanish.

Contrary to the case of bound states, there is therefore no condition for
the energies of the system: All (positive) energies are allowed.
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Basic potential problems  Scattering at a potential barrier

First consequences

Energies of unbound states form a continuum

The existing system is an inhomogeneous linear system of 4 equations with
4 unknown coefficients.

Due to the fact that the system is inhomogeneous, the determinant does
not have to vanish.

Contrary to the case of bound states, there is therefore no condition for
the energies of the system: All (positive) energies are allowed.

This is caused by the fact, that for bound states two unknown coefficients
are set by the condition, that the wave function must vanish at infinity.
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Basic potential problems  Scattering at a potential barrier

First consequences

Energies of unbound states form a continuum

The existing system is an inhomogeneous linear system of 4 equations with
4 unknown coefficients.

Due to the fact that the system is inhomogeneous, the determinant does
not have to vanish.

Contrary to the case of bound states, there is therefore no condition for
the energies of the system: All (positive) energies are allowed.

This is caused by the fact, that for bound states two unknown coefficients
are set by the condition, that the wave function must vanish at infinity.
One important consequence is therefore that:

For unbound states, the energies are not quantized, they form a
continuum
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Basic potential problems  Scattering at a potential barrier

First consequences

Conservation of flux

T+R=1, (7.28):
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Basic potential problems  Scattering at a potential barrier

First consequences

Conservation of flux

T+R=1, (7.28)
Proof: Starting from , by multiplication of (b) with (d)*
|C|* = ReC C* = Re[(—ip)(B1B; — ByB} — B1B} + ByBy)]
= 2pRe iB1 B} (7.29)
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First consequences

Conservation of flux

T+R=1, (7.28)
Proof: Starting from , by multiplication of (b) with (d)*
|C|* = ReC C* = Re[(—ip)(B1B; — ByB} — B1B} + ByBy)]
= 2pRe iB1 B} (7.29)

with (a) - (¢)*
Re [(e_ikl + Aeikl)(e_ikl — Aeikl)* = 2pRe i31§§ =2pReiB1B) = |C‘2
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Basic potential problems  Scattering at a potential barrier

First consequences

Conservation of flux

T+R=1, (7.28)
Proof: Starting from , by multiplication of (b) with (d)*
|C|* = ReC C* = Re[(—ip)(B1B; — ByB} — B1B} + ByBy)]
= 2pRe iB1 B} (7.29)

with (a) - (¢)*
Re [(e—ikl I Aeikl)(e—ikl _ Aeikl)*} = 2pReiB1 B} = 2pReiB B} = |C’\2
The left side is, however,

Re (1 - |A]? + Ae™kE — A%e kL) — 1 — |Af?
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Basic potential problems  Scattering at a potential barrier

First consequences

Conservation of flux

T+R=1, (7.28)
Proof: Starting from , by multiplication of (b) with (d)*
|C|* = ReC C* = Re[(—ip)(B1B; — ByB} — B1B} + ByBy)]
= 2pRe iB1 B} (7.29)

with (a) - (¢)*
Re [(e_ikl + Aetf) (e Rt — Ae"kl)*} — 2pReiB1 B} = 2pRe iB1B; = |C|?
The left side is, however,
Re (1 - |A]? + Ae™kE — A%e kL) — 1 — |Af?
1-|AP? =|C? (7.30)

~— =

L
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Basic potential problems  Scattering at a potential barrier

Quantum tunnelling

We here want to investigate the interesting case gL > 1. This is the
quantum tunnelling regime.

It describes the tunnelling process of a particle through a barrier, which is
higher than the particle energy.

Applications: Scanning tunnelling microscope, Alpha-decay.
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For gL > 1 we can neglect B; in

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 108 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+eqbar

Result:
For gL > 1 we can neglect B; in
The sum of (a) and (c) in then yields

. _ 2 3
2¢*L = By(1+4ip) = By = ——e e L
2( p) 2=7 e
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Result:
For gL > 1 we can neglect B; in
The sum of (a) and (c) in then yields

. _ 2 3
2¢*L = By(1+41ip) = By = Wb
2( p) 2=7 e

(b) minus (d) yields furthermore

L
By =-By—"
1+1p

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 108 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+eqbar
+PREDEL+xpdf-popup.sh+qm-eqoptmp+eqbar

Basic potential problems  Scattering at a potential barrier

Result: B
For gL > 1 we can neglect Bj in
The sum of (a) and (c) in then yields
: _ 2 .
2—sz:B 1 i0) = By — —qL —sz7
e 2(1 +ip) 2= T, e

(b) minus (d) yields furthermore

1

Bi=-Bys ",

1+1p

therefore
1—1p 4e=24L

BB} = —ByB;}

1+ip  (1+ip2’
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Result: B
For gL > 1 we can neglect Bj in
The sum of (a) and (c) in then yields

: _ 2 .
2¢ "L = By(1+ip) = By = e ke~ kL
2(1 +ip) 2= 170

(b) minus (d) yields furthermore

1
By = —By— 2
1+1p
therefore -
1—14 4e— =1
BiBy=-BBj— L - __.
1+ip (1+ip)
From we then obtain
16p>  _
T=|C]?=—"L1__¢ 2L 7.31

The coefficient of L in the exponent, 2¢ (inverse penetration depth),
increases with the particle mass and with the difference between the
energy and the barrier height (compare ).
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Basic potential problems  Scattering at a potential barrier

Application: Scanning tunnelling microscope

(Nobel-prize 1986 H.Rohrer, G.Binnig (IBM-Riischlikon))
In a Scanning Tunneling Microscope (STM), a metal tip, controlled by a
.,piezo drive", scans over a sample surface, compare figure

Spﬂz’

JNOLIBSADIUSIOd
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Basic potential problems  Scattering at a potential barrier

The conducting (or made conducting) sample is being scanned row by row.
Between the tip and the sample is an electric potential, inducing a

. tunnelling current” depending on the distance between the tip and the
local sample surface.

With the help of the piezo setup, the metal tip can be kept oriented
perpendicularly with respect to the sample surface, when scanning. There
are different modes of operation on an STM. In one mode, the tip is
rapidly readjusted to keep the tunnelling current constant. The therefore
necessary shift of the tip is a measure for the height of the sample surface.
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An STM has atomic resolution. At first, this seems unlikely, as the tip has
macroscopic dimensions.

The reason why this method works, is, however, that due to the
exponential dependence of the tunnelling current on the distance, the
.,lowermost atom” of the tip contributes the dominant part of the current
(compare figure €0).

@)

Tip of the scanning tunnelling microscope.
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Resonance
A further important quantum effect is the scattering resonance.

This occurs at energies E > Vj, if the barrier width is a multiple of the half
wave length inside the barrier, so that the wave , fits” inside the barrier.

4+ depending on whether n is even or odd
SS2017 112 / 243
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Resonance

A further important quantum effect is the scattering resonance.

This occurs at energies E > Vj, if the barrier width is a multiple of the half
wave length inside the barrier, so that the wave , fits” inside the barrier.
For E > 0, we can take over the results of the foregoing

section(Egq. ), with

q=1q while ¢ being real-valued . (7.32)

The wave length inside the barrier is then %’r.

4+ depending on whether n is even or odd
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Resonance

A further important quantum effect is the scattering resonance.

This occurs at energies E > Vj, if the barrier width is a multiple of the half
wave length inside the barrier, so that the wave , fits” inside the barrier.
For E > 0, we can take over the results of the foregoing

section(Egq. ), with

q=1q while ¢ being real-valued . (7.32)

The wave length inside the barrier is then 2Z.

In the general case, particles (contrary to classical particles) are partly
reflected: R > 0,7 < 1.

4+ depending on whether n is even or odd

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 112 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+eqbar

Resonance

A further important quantum effect is the scattering resonance.

This occurs at energies E > Vj, if the barrier width is a multiple of the half
wave length inside the barrier, so that the wave , fits” inside the barrier.
For E > 0, we can take over the results of the foregoing

section(Egq. ), with

q=1q while ¢ being real-valued . (7.32)

The wave length inside the barrier is then 2Z.

In the general case, particles (contrary to classical particles) are partly
reflected: R > 0,7 < 1.

In the case of resonance gL = n w (integer n), however, perfect
transmission occurs: R = 0,7 = 1.

4+ depending on whether n is even or odd
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Resonance

A further important quantum effect is the scattering resonance.

This occurs at energies E > Vj, if the barrier width is a multiple of the half
wave length inside the barrier, so that the wave , fits” inside the barrier.
For E > 0, we can take over the results of the foregoing

section(Egq. ), with

q=1q while ¢ being real-valued . (7.32)

The wave length inside the barrier is then 2Z.

In the general case, particles (contrary to classical particles) are partly
reflected: R > 0,7 < 1.

In the case of resonance gL = n w (integer n), however, perfect
transmission occurs: R = 0,7 = 1.

One can derive this from , where B; = £Bj and By = +B5, °
therefore

e L L At — 10 = A 5 A=0=R=0,T=1.

4+ depending on whether n is even or odd
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Basic potential problems Classical limit

Classical limit

In the limit 7 — 0, logically the results of quantum mechanics have to be
in accordance with observations in the classical limit,
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Classical limit

In the limit 7 — 0, logically the results of quantum mechanics have to be
in accordance with observations in the classical limit,

or more precisely, since i has the dimensions

energy - time = momentum - length, if h is much smaller than the
corresponding characteristic scales.
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Basic potential problems Classical limit

Classical limit

In the limit 7 — 0, logically the results of quantum mechanics have to be
in accordance with observations in the classical limit,

or more precisely, since i has the dimensions

energy - time = momentum - length, if h is much smaller than the
corresponding characteristic scales.

For example for bound states, in the limit 2 — 0 the distances between the
allowed energies approach zero (compare e.g. )-

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 113 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+IV-44

Basic potential problems Classical limit

Classical limit

In the limit 7 — 0, logically the results of quantum mechanics have to be
in accordance with observations in the classical limit,

or more precisely, since i has the dimensions

energy - time = momentum - length, if h is much smaller than the
corresponding characteristic scales.

For example for bound states, in the limit 2 — 0 the distances between the

allowed energies approach zero (compare e.g. )-
From sec. 7.4 we obtain for E < Vj and i — 0, ¢ — oo (compare
eq. ), therefore ' — 0 (compare eq. ).
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Basic potential problems Classical limit

Classical limit

In the limit 7 — 0, logically the results of quantum mechanics have to be
in accordance with observations in the classical limit,

or more precisely, since i has the dimensions

energy - time = momentum - length, if h is much smaller than the
corresponding characteristic scales.

For example for bound states, in the limit 2 — 0 the distances between the

allowed energies approach zero (compare e.g. )-

From sec. 7.4 we obtain for E < Vj and i — 0, ¢ — oo (compare

eq. ), therefore ' — 0 (compare eq. ).

For E > Vyis —ip = % — 1 (compare I I 1 ), so that

By, =0,A=0,B; =C =1, therefore T' = 1.
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Functions as Vectors

Wave functions of quantum mechanics belong to an infinite-dimensional
vector space, the Hilbert space. In this section, we want to present an
Heuristic treatment of functions in terms of vectors, skipping rigorous
mathematical definitions.

There are certain continuity and convergence restriction, which we are not
going to discuss here.

A more rigorous treatment can be found in standad mathematics literature
about Hilbert spaces.

The main point here is that most results about vectors, scalar products,
matrices, can be extended to linear vector spaces of functions.

This part is based largely on the Lecture Notes of L. van Dommelen.
There are, however, some modifications.
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Functions as Vectors

A vector f (which might be velocity v, linear momentum p = mv, force
F, or whatever) is usually shown in physics in the form of an arrow:

However, the same vector may instead be represented as a spike diagram,
by plotting the value of the components versus the component index:

i
S
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Functions as Vectors

In the same way as in two dimensions, a vector in three dimensions, or, for
that matter, in thirty dimensions, can be represented by a spike diagram:

R
e,
s
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Functions as Vectors

For a large number of dimensions, and in particular in the limit of infinitely
many dimensions, the large values of ¢ can be rescaled into a continuous
coordinate, call it x. For example, z might be defined as ¢ divided by the
number of dimensions. In any case, the spike diagram becomes a function

f(x):

fx)

The spikes are usually not shown:

F0)

X

In this way, a function is just a vector in infinitely many dimensions.
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Functions as Vectors

Key Points

¢ Functions can be thought of as vectors with infinitely many components.

o This allows quantum mechanics do the same things with functions as
you can do with vectors.
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Functions as Vectors

The scalar product

The scalar product makes it possible to find the length of a vector, by
multiplying the vector by itself and taking the square root. It is also used
to check if two vectors are orthogonal:

The usual scalar product of two vectors f and g can be found by
multiplying components with the same index i together and summing that:

f-g= fig + fag2 + f393
Figure shows multiplied components using equal colors.

% 9i

ﬁ’
£]
12

I

3 i 123 i

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 120 / 243


http://www.eng.fsu.edu/~dommelen/quantum/style_a/node1.html
+PREDEL+xpdf-popup.sh+qm-eqoptmp+fig:dota

Functions as Vectors

Note the use of numeric subscripts, f1, f2, and f3 rather than f;, f,, and
f»; it means the same thing. Numeric subscripts allow the three term sum
above to be written more compactly as:

f-g=) figi

all ¢
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Functions as Vectors

The length of a vector f, indicated by |f| or simply by f, is normally

computed as
fl=VE-f= |> f?
all 4

However, this does not work correctly for complex vectors.
Therefore, it is necessary to use a generalized “scalar product” for complex
vectors, which puts a complex conjugate on the first vector:

flg) =Y frg (8.1)

all ¢

The length of a nonzero vector is now always a positive number:

£l = V& = > Ifil? (8.2)

all ¢
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Functions as Vectors

In we have introduced the Dirac notation, which is quite common in
quantum mechanics. Here, one takes the scalar product “bracket” verbally
apart as

(£| g)

bra ¢ ket

and refer to vectors as bras and kets. This is useful in many aspects: it
identifies which vector is taken as complex conjugate, and it will provide a
elegant way to write operators. More details are given in Sec. 9.
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Functions as Vectors

The scalar product of functions is defined in exactly the same way as for
vectors, by multiplying values at the same x position together and
summing. But since there are infinitely many (a continuum of ) z-values,
one multiplies by the distance Az between these values:

(flg) ~ Zf Az

which in the continumm limit Ax — 0 becomes an integral:

(flg) = fH(x)g(x) dz (8.3)

all =

as illustrated in figure 11.

fx) g(x)
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Functions as Vectors

The equivalent of the length of a vector is in case of a function called its

171l = VIR =/ / (@) de (8.4)

The double bars are used to avoid confusion with the absolute value of the
function.
A vector or function is called “normalized” if its length or norm is one:

‘ (f|f) = 1iff f is normalized. (8.5)

Two vectors, or two functions, f and g are by definition orthogonal if their
scalar product is zero:

‘(f\g> = 0 iff f and g are orthogonal. (8.6)
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Functions as Vectors

Sets of vectors or functions that are all

@ mutually orthogonal, and
@ normalized

occur a lot in quantum mechanics. Such sets are called ,, orthonormal*.
So, a set of functions or vectors fi, fa, f3,... is orthonormal if

0 = (filf2) = (folf1) = {filfs) = (f3lfr) = (falf3) = (f3lfa) = ...

and

L= (filf1) = (folf2) = (f3lf3) = ...
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Functions as Vectors

Key Points

o To take the scalar product of vectors, (1) take complex conjugates of
the components of the first vector; (2) multiply corresponding
components of the two vectors together; and (3) sum these products.

o To take an scalar product of functions, (1) take the complex conjugate
of the first function; (2) multiply the two functions; and (3) integrate
the product function. The real difference from vectors is integration
instead of summation.

¢ To find the length of a vector, take the scalar product of the vector with
itself, and then a square root.

o To find the norm of a function, take the scalar product of the function
with itself, and then a square root.

o A pair of functions, or a pair of vectors, are orthogonal if their scalar
product is zero.

o A set of functions, or a set of vectors, form an orthonormal set if every
one is orthogonal to all the rest, and every one is of unit norm or length.
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Functions as Vectors

Operators

This section defines linear operators (or, more simply operators), which are
a generalization of matrices. Operators are the principal components of
quantum mechanics.

In a finite number of dimensions, a matrix A can transform any arbitrary
vector v into a different vector Av:

matrix A A
atrix W= Av

Similarly, an operator transforms a function into another function:

f(z) g(x) = Af ()

operator A
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Functions as Vectors

Some simple examples of operators:

f(z)

8)

(@) d g(z) = f'()

Note that a hat () is often used to indicate operators, and to distinguish
them from numbers; for example, T is the symbol for the operator that
corresponds to multiplying by x. If it is clear that something is an
operator, such as d/dz, no hat will be used.

It should really be noted that the operators we are interested in in
quantum mechanics are “linear” operators, i. e. such that for two functions
f and g and two numbers a and b:

AWf+bg)=aAf+bAg (8.7)
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Functions as Vectors

Key Points

& Matrices turn vectors into other vectors.

¢ Operators turn functions into other functions.
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Functions as Vectors

Eigenvalue Problems

To analyze quantum mechanical systems, it is normally necessary to find
so-called eigenvalues and eigenvectors or eigenfunctions. This section
defines what they are.

A nonzero vector v is called an eigenvector of a matrix Aif Av is a
multiple of the same vector:

Av = av iff v is an eigenvector of A (8.8)

The multiple a is called the eigenvalue. It is just a number.
A nonzero function f is called an eigenfunction of an operator A if Af is a
multiple of the same function:

Af = af iff £ is an eigenfunction of A. (8.9)
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Functions as Vectors

For example, e” is an eigenfunction of the operator d/dx with eigenvalue
1, since de®/dx = 1e”.
However, eigenfunctions like e® are not very common in quantum
mechanics since they become very large at large x, and that typically does
not describe physical situations. The eigenfunctions of d/dz that do
appear a lot are of the form €% where i = v/—1 and k is an arbitrary real
number. The eigenvalue is ik:
d

—€

dx

ikx — ikelkr

Function e** does not blow up at large ; in particular, the Euler identity
says:
e*® = cos(kz) + isin(kzx)

The constant & is called the wave number.
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Functions as Vectors

Key Points

o If a matrix turns a nonzero vector into a multiple of that vector, that
vector is an eigenvector of the matrix, and the multiple is the eigenvalue.

o If an operator turns a nonzero function into a multiple of that function,
that function is an eigenfunction of the operator, and the multiple is the
eigenvalue.
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Functions as Vectors

Hermitian Operators

Most operators in quantum mechanics are of a special kind called
“Hermitian”. This section lists their most |mportant properties.
The Hermitian conjugate Af of an operator A, corresponds, for
finite-dimensional spaces to the transpose, complex conjugate of the
matrix A: '
At = (AT)* | (8.10):

In general, for given A it is defined as the operator for which
(flAg) = (A'flg) (8.11);

for any vector |f) and |g).
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Functions as Vectors

An operator for which A = Al is called hermitian. In other words, an
hermitian operator can always be flipped over to the other side if it
appears in a scalar product:

(f|Ag) = (Af|g) always iff A is Hermitian. (8.12)5
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Functions as Vectors

That is the definition, but Hermitian operators have the following
additional special properties, which, again, are very symilar to the
corresponding properties of Hermitian matrices.

@ They always have real eigenvalues. (But the eigenfunctions, or
eigenvectors if the operator is a matrix, might be complex.) Physical
values such as position, momentum, and energy are ordinary real
numbers since they are eigenvalues of Hermitian operators (we will
see this later).

@ Their eigenfunctions can always be chosen so that they are normalized
and mutually orthogonal, in other words, an orthonormal set.

@ Their eigenfunctions form a “complete” set. This means that any
function can be written as some linear combination of the
eigenfunctions.
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Functions as Vectors

@ In summary, the set {f,(z)} of eigenfunctions of an Hermitian
operator can be chosen as an orthonormal basis set for the
infinite-dimensional space. This is a very important property. It means
that once we have found the infinite set of eigenfunctions f,,(z) of an
hermitian operator, we can write any f(x) as

f@) =) an falx) (8.13)

We will not discuss here issues of convergence.

An important issue, however, which is peculiar of function spaces, is

the fact that the set of eigenvalues of an operator is not always

discrete, but sometimes continuous. We will discuss this issue later.
@ From now on, unless otherwise specified, when we refer to a basis we

mean an orthonormal (and of course complete) basis.
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Functions as Vectors

The following properties of scalar products involving Hermitian operators
are often needed, so they are listed here:

If Ais Hermitian:  (g|Af) = (f|Ag)*, (f|Af) is real. (8.14);

Key Points
¢ Hermitian operators can be flipped over to the other side in scalar
products.
© Hermitian operators have only real eigenvalues.

© Hermitian operators have a complete set of orthonormal eigenfunctions
(or eigenvectors) that can be used as a basis.
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Functions as Vectors

Additional independent variables

In many cases, the functions involved in an scalar product may depend on
more than a single variable z. For example, they might depend on the
position (z,y, z) in three dimensional space.

The rule to deal with that is to ensure that the scalar product integrations
are over all independent variables. For example, in three spatial dimensions:

(flg) = / - / o @ 2wy, dedya:

Note that the time ¢ is a somewhat different variable from the rest, and
time is not included in the scalar product integrations.
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The advantage of the Dirac notation is that it provides a natural way to
carry out the operation between vectors and operators discussed in section
8. As much as possible, it provides also a unanbiguous way to distinguish
whether an object is a vector (notation as in Sec. 9.1), an operator (with
»hat" or as in Sec. 9.3), or a scalar (all the rest).
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Vectors
As explained in Sec. 8.1, in the Dirac notations, vectors are represented in
“bra” and “ket”. Here, we illustrate some useful operations that can be

carried out with this formalism. We can write, for example, two vectors as
linear combinations of other ones:

‘f> = an‘en>

‘g> = Zgn|en>

where g, fn are coefficients (numbers).
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We now evaluate their scalar product:

(gl f) = (nglem )T (; fnlen>>

The T operation changes a “bra” into a “ket” and makes the complex
conjugate of coefficients, we thus get

(9f) = ng fnlemlen) (91)

If, for example, the set of the |e,) are orthonormal, then

(emlen) = nm (9.2);

and we finally obtain the known result

(glf) = ng fn - (9.3)
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Dirac notation Rules for operations

Rules for operations

In expressions such as , and also in the following we adopt the
following rules for expressions containing ,,bra” ({|) and , kets" (|)):
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Rules for operations

In expressions such as , and also in the following we adopt the
following rules for expressions containing ,,bra” ({|) and , kets" (|)):
@ The distributive property applies
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Dirac notation Rules for operations

Rules for operations

In expressions such as , and also in the following we adopt the
following rules for expressions containing ,,bra” ({|) and , kets" (|)):
@ The distributive property applies
o Coefficients (so-called c-numbers, i. e. complex numbers) commute
with each other and with ,,bra* and , kets"
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Dirac notation Rules for operations

Rules for operations

In expressions such as , and also in the following we adopt the
following rules for expressions containing ,,bra” ({|) and , kets" (|)):
@ The distributive property applies
o Coefficients (so-called c-numbers, i. e. complex numbers) commute
with each other and with ,,bra* and , kets"
@ ,bra” and , kets” do not mutually commute
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Dirac notation Rules for operations

Rules for operations

In expressions such as , and also in the following we adopt the
following rules for expressions containing ,,bra” ({|) and , kets" (|)):
@ The distributive property applies
o Coefficients (so-called c-numbers, i. e. complex numbers) commute
with each other and with ,,bra* and , kets"
@ ,bra” and , kets” do not mutually commute
@ a product like (z||y) , contracts” into a (z|y), which is a c-number
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Dirac notation Rules for operations

Rules for operations

In expressions such as , and also in the following we adopt the
following rules for expressions containing ,,bra” ({|) and , kets" (|)):
@ The distributive property applies
o Coefficients (so-called c-numbers, i. e. complex numbers) commute
with each other and with ,,bra* and , kets"
@ ,bra” and , kets” do not mutually commute
a product like (z||y) ,,contracts" into a (x|y), which is a c-number
o therefore, such a term (as a whole) commutes with other ,bra* or
. ket”. For example:

(]

(zly) |2) = |2) (zly)
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Dirac notation Rules for operations

Rules for operations

In expressions such as , and also in the following we adopt the
following rules for expressions containing ,,bra” ({|) and , kets" (|)):
@ The distributive property applies
o Coefficients (so-called c-numbers, i. e. complex numbers) commute
with each other and with ,,bra* and , kets"
@ ,bra” and , kets” do not mutually commute
a product like (z||y) ,,contracts" into a (x|y), which is a c-number
o therefore, such a term (as a whole) commutes with other ,bra* or
. ket”. For example:

(]

(zly) |2) = |2) (zly)

@ Complex conjugation turns a ,bra“ into a , ket” and vice-versa.
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Dirac notation Rules for operations

Rules for operations

In expressions such as , and also in the following we adopt the
following rules for expressions containing ,,bra” ({|) and , kets" (|)):

(]
(*]

(]

The distributive property applies
Coefficients (so-called c-numbers, i. e. complex numbers) commute
with each other and with ,,bra* and , kets"
,bra" and , kets” do not mutually commute
a product like (z||y) ,,contracts" into a (x|y), which is a c-number
therefore, such a term (as a whole) commutes with other , bra* or
. ket”. For example:

(2ly) [2) = |2) (xly)
Complex conjugation turns a ,,bra” into a , ket" and vice-versa.
New For operators in the for or (see below) hermitian
conjugation is obtained by complex conjugation of the coefficients
and by , flipping™ the bra and ket:

Q; |V ) \Ujg t — a; |U;) (Vs 9.4
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Dirac notation Operators

Operators

Operators transform vectors in other vectors. As for matrices, an operator
A is completely specified, by specifying its action to any vector of the
vector space.

| e., if we know the result of AJv) for all [v) we know A.
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Dirac notation Operators

Operators

Operators transform vectors in other vectors. As for matrices, an operator
A is completely specified, by specifying its action to any vector of the
vector space.

| e., if we know the result of A[v) for all [v) we know A.

Alternatively, it is sufficient to know the action of A\v) on all elements of
a basis
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Dirac notation Operators

Operators

Operators transform vectors in other vectors. As for matrices, an operator
A is completely specified, by specifying its action to any vector of the
vector space.

| e., if we know the result of Alv) for all [v) we know A.

Alternatively, it is sufficient to know the action of A\v) on all elements of
a basis

As a further alternative, it is sufficient to know all “matrix elements” of
the operator between two elements of a basis set. |. e., for example we
need to know (e, |Ale,,) for all n,m.
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Dirac notation Operators

An operator can be written as a sum of terms of the form
A= Zaz’ |vi) (il (9.5):
i

(notice, this is different from the scalar product ) where a; are
numbers, and |v;), (u;| are ket and bra vectors.

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 146 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+gf

Dirac notation Operators

An operator can be written as a sum of terms of the form
A=Y "a; [vi){ual (9.5)
i

(notice, this is different from the scalar product ) where a; are
numbers, and |v;), (u;| are ket and bra vectors.

P

The application of A to a vector |f) gives (see the rules 9.2):

Alf) =3 aiwlf) fvs) - (9.6)
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Dirac notation Operators

An operator can be written as a sum of terms of the form
A=>"a; [vi)(ui] , (9.5)
i

(notice, this is different from the scalar product ) where a; are
numbers, and |v;), (u;| are ket and bra vectors.

P

The application of A to a vector |f) gives (see the rules 9.2):
Alf) =" as(uil f) [vi) - (9.6)

In particular, in terms of its matrix elements A, ,, in a complete basis, an
operator can be written as

A=A mlen)(em| - (9.7)

n,m
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Dirac notation Operators

Hermitian Operators

We have already seen in the definition for the Hermitian conjugate
Af of an operator A (see also ).

An operator A for which A = AT is called hermitian.

SS 2017 147 / 243
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Dirac notation Operators

Hermitian Operators

We have already seen in the definition for the Hermitian conjugate
Af of an operator A (see also ).

An operator A for which A = AT is called hermitian.

It is thus straightforward to see that an operator A is hermitian iff (cf.

for any [f), [g)

(gl Af) = (Aglf) = ((f|Ag))* (9.8)

where we have used one of the rules 9.2.
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Dirac notation Operators

Hermitian Operators

We have already seen in the definition for the Hermitian conjugate
Af of an operator A (see also ).

An operator A for which A = AT is called hermitian.

It is thus straightforward to see that an operator A is hermitian iff (cf.

for any [f), [g)

(gl Af) = (Aglf) = ((f|Ag))* (9.8)
where we have used one of the rules 9.2.
Using the expansion , we have
ZAnm g|€n em|f ZAmn |€m en|g ZA |en €m|f> o

n,m
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Dirac notation Operators

Hermitian Operators

We have already seen in the definition for the Hermitian conjugate
Af of an operator A (see also ).

An operator A for which A = AT is called hermitian.

It is thus straightforward to see that an operator A is hermitian iff (cf.

for any [f), [g)

(gl Af) = (Aglf) = ((f|Ag))* (9.8)
where we have used one of the rules 9.2.
Using the expansion , we have
ZAnm g|€n em|f ZAmn |€m en|g ZA |en €m|f> o

Since this is valid for arbitrary |g), |f), we have
Ann = Anm (9.9)

which for a finite-dimensional space corresponds to the relation (cf. )
for an hermitian matrix A = (AT)*.
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Dirac notation Operators

If A is hermitian, it has a complete set of (orthonormal) eigenvectors |a,,)
with eigenvalues a,,. In terms of this basis set,

A=Y anlan)(an] | (9.10):

which is called spectral decomposition.
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Dirac notation Operators

If A is hermitian, it has a complete set of (orthonormal) eigenvectors |a,,)
with eigenvalues a,,. In terms of this basis set,

A=) "anlan)(an| (9.10)

which is called spectral decomposition.
This can be easily verified by applying A to one of its eigenvectors:

A‘am> = Zan‘an> (an lam) = amlam)

n
6n,m
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Dirac notation Operators

If A is hermitian, it has a complete set of (orthonormal) eigenvectors |a,,)
with eigenvalues a,,. In terms of this basis set,

A=) "anlan)(an| (9.10)

which is called spectral decomposition.
This can be easily verified by applying A to one of its eigenvectors:

A‘am> = Zan‘an> (an lam) = amlam)

n
6n,m

Important is the projection operator on a (normalized) vector |v):

P, = |v){v| (9.11)
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Dirac notation Continuous vector spaces

Continuous vector spaces

The space of quantum mechanical wave function can also contain

non-normalizable vectors. An example is given by the wave functions of

free particles (we discuss here for simplicity the one-dimensional case):
ei k x

V2T ’

where the V27 is taken for convenience. We denote by \/;:> the
corresponding vector.

on(z) = (9-12);
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Dirac notation Continuous vector spaces

Continuous vector spaces

The space of quantum mechanical wave function can also contain
non-normalizable vectors. An example is given by the wave functions of
free particles (we discuss here for simplicity the one-dimensional case):

eik:c
Vor

where the /27 is taken for convenience. We denote by \/;:> the
corresponding vector.

These functions are eigenfunctions of the momentum operator p = —iha%
with eigenvalue hk:

or(z) = (9.12)

~ih () = hkdhe(z) <= pIF) = hh) (9.13)
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Dirac notation Continuous vector spaces

The scalar product between two of these functions is

R = o / e 6=K)T g — 5 — ) . (9.14)
21

So for k = k' it is virtually “infinite”.

Physically this is because a wave function like is homogeneously
distributed in the whole space, so its normalized probability density should
be zero everywhere! In other words, these functions are not square
integrable (¢ L?)

Of course these state vectors don't exist in reality. (The same holds for
plane waves in electrodynamics). A physical state is a wave packet.
However, it is mathematically useful to introduce them.
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Dirac notation Continuous vector spaces

For practical purposes, one can extend the discussion of the previous part
to such , non-normalizable vectors” by using following modifications
(we will prove this later)
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Dirac notation Continuous vector spaces

For practical purposes, one can extend the discussion of the previous part
to such , non-normalizable vectors” by using following modifications
(we will prove this later)

@ Discrete sums (such as in : ; ). are replaced with
integrals

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 151 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+gf
+PREDEL+xpdf-popup.sh+qm-eqoptmp+aan
+PREDEL+xpdf-popup.sh+qm-eqoptmp+aen

Dirac notation Continuous vector spaces

For practical purposes, one can extend the discussion of the previous part
to such , non-normalizable vectors” by using following modifications
(we will prove this later)

@ Discrete sums (such as in : ; ). are replaced with
integrals
@ The Kronecker delta (such as in ) is replaced by the Dirac delta
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Dirac notation Continuous vector spaces

For practical purposes, one can extend the discussion of the previous part
to such , non-normalizable vectors” by using following modifications
(we will prove this later)

@ Discrete sums (such as in : ; ). are replaced with
integrals
@ The Kronecker delta (such as in ) is replaced by the Dirac delta

In this way, one can introduce a ,,normalization condition" for
,hon-normalizable* vectors as in

(K'E) =6(k — k) . (9.15)
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Dirac notation Continuous vector spaces

For practical purposes, one can extend the discussion of the previous part
to such , non-normalizable vectors” by using following modifications
(we will prove this later)

@ Discrete sums (such as in : ; ). are replaced with
integrals
@ The Kronecker delta (such as in ) is replaced by the Dirac delta

In this way, one can introduce a ,,normalization condition" for
,hon-normalizable* vectors as in

(K'E) =6(k — k) . (9.15)

Of course, we must now find another name for these ,, non normalizable*
vectors. Since their index (here /%) must be continuous, we will call them
»continuum vectors" as opposed to , discrete vectors" (the former
,normalizable").

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 151 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+gf
+PREDEL+xpdf-popup.sh+qm-eqoptmp+aan
+PREDEL+xpdf-popup.sh+qm-eqoptmp+aen
+PREDEL+xpdf-popup.sh+qm-eqoptmp+emen
+PREDEL+xpdf-popup.sh+qm-eqoptmp+scalcont

Dirac notation Continuous vector spaces

As for the case of discrete state vectors, we are interested in eigenstates of
hermitian operators, for example the Hamiltonian H:

H le(q)) = e(q) le(a)) (9.16)
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Dirac notation Continuous vector spaces

As for the case of discrete state vectors, we are interested in eigenstates of
hermitian operators, for example the Hamiltonian H:

H le(q)) = e(q) le(a)) (9.16)

Hermitian operators have similar properties as for the discrete case: (cf.

).
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Dirac notation Continuous vector spaces

As for the case of discrete state vectors, we are interested in eigenstates of
hermitian operators, for example the Hamiltonian H:

H le(q)) = e(q) le(a)) (9.16)

Hermitian operators have similar properties as for the discrete case: (cf.

@ they only have real eigenvalues
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Dirac notation Continuous vector spaces

As for the case of discrete state vectors, we are interested in eigenstates of
hermitian operators, for example the Hamiltonian H:

H le(q)) = e(a) le(9)) (9.16)

Hermitian operators have similar properties as for the discrete case: (cf.
@ they only have real eigenvalues

@ their eigenvectors (eigenfunctions) can be taken to be orthonormal,
i.e. to obey for the continuous case or for the discrete one
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Dirac notation Continuous vector spaces

As for the case of discrete state vectors, we are interested in eigenstates of
hermitian operators, for example the Hamiltonian H:

H le(q)) = e(a) le(9)) (9.16)

Hermitian operators have similar properties as for the discrete case: (cf.
@ they only have real eigenvalues
@ their eigenvectors (eigenfunctions) can be taken to be orthonormal,
i.e. to obey for the continuous case or for the discrete one

@ their eigenfunctions constitute a complete basis set, i.e. any function
can be expressed as a linear combination of such eigenfunctions.
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Dirac notation Continuous vector spaces

As for the case of discrete state vectors, we are interested in eigenstates of
hermitian operators, for example the Hamiltonian H:

H le(q)) = e(a) le(9)) (9.16)

Hermitian operators have similar properties as for the discrete case: (cf.
).
@ they only have real eigenvalues
@ their eigenvectors (eigenfunctions) can be taken to be orthonormal,
i.e. to obey for the continuous case or for the discrete one
@ their eigenfunctions constitute a complete basis set, i.e. any function
can be expressed as a linear combination of such eigenfunctions.

Concerning the last point one should notice that in general an hermitian
operator can admit both discrete as well as continuum eigenvectors.
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Dirac notation Continuous vector spaces

Therefore, the expansion of a generic vector of the Hilbert space can
contain contributions from both discrete as well as continuum basis
vectors:

£)= 3 fulen) + [ Fl@)lelad g (0.17)
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Dirac notation Continuous vector spaces

Therefore, the expansion of a generic vector of the Hilbert space can
contain contributions from both discrete as well as continuum basis
vectors:

£)= 3 falen) + [ f@)le(a)d g (0.17)
with the normalisation conditions

(emlen) = dnm  (e(g)le(q)) = d(q —¢) (9.18)
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Dirac notation Continuous vector spaces

Therefore, the expansion of a generic vector of the Hilbert space can
contain contributions from both discrete as well as continuum basis
vectors:

£)= 3 falen) + [ f@)le(a)d g (0.17)
with the normalisation conditions

(emlen) = dnm  (e(g)le(q)) = d(q —¢) (9.18)

An example is the Hamiltonian of the potential well with finite walls
: for E < 0 the eigenstates are discrete (bound states) and for E > 0
they are continuous (scattering states).
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Dirac notation Real space basis

Real space basis

An important continuum basis set is provided by the
eigenfunctions of the position operator Z, defined as

T f(x)=af(x). (9.19)
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Dirac notation Real space basis

Real space basis

An important continuum basis set is provided by the
eigenfunctions of the position operator Z, defined as

T f(x)=af(x). (9.19)
The eigenfunction f;,(x) of & with eigenvalue z¢ is (x — xg),

Tfro(x) = 6(x — 20) = 20 6( — T0)
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Dirac notation Real space basis

Real space basis

An important continuum basis set is provided by the
eigenfunctions of the position operator Z, defined as

T f(x)=af(x). (9.19)
The eigenfunction f;,(x) of & with eigenvalue z¢ is (x — xg),
Tfro(x) = 6(x — 20) = 20 6( — T0)
These eigenfunctions are normalized according to the r.h.s. of

(xolx1) = /5(1‘ —20)"0(x —z1)d x = 0(x9 — 1) - (9.20)

here, |z¢) is the Dirac notation for the vector associated with §(z — ).
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Dirac notation Real space basis

Real space basis

An important continuum basis set is provided by the
eigenfunctions of the position operator Z, defined as

T f(x)=af(x). (9.19)
The eigenfunction f;,(x) of & with eigenvalue z¢ is (x — xg),
Tfro(x) = 6(x — 20) = 20 6( — T0)

These eigenfunctions are normalized according to the r.h.s. of
(xolx1) = /5(1‘ —20)"0(x —z1)d x = 0(x9 — 1) - (9.20)

here, |z¢) is the Dirac notation for the vector associated with §(z — ).
This orthonormal and complete basis is also called the real space basis.
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Real space basis

An important continuum basis set is provided by the
eigenfunctions of the position operator Z, defined as

T f(x)=af(x). (9.19)
The eigenfunction f;,(x) of & with eigenvalue z¢ is (x — xg),
Tfro(x) = 6(x — 20) = 20 6( — T0)
These eigenfunctions are normalized according to the r.h.s. of

(xolx1) = /5(1‘ —20)"0(x —z1)d x = 0(x9 — 1) - (9.20)

here, |z¢) is the Dirac notation for the vector associated with §(z — ).
This orthonormal and complete basis is also called the real space basis.
Notice that, given a vector |f), its scalar product with |zg) is

(ol ) = / 5(z — 20)f(z) dx = f(za) , (9.21)
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Change of basis and momentum representation

Expand an arbitrary vector |f) in the real-space basis {|z)} (cf. ).

)= [ eule) da, (9.22)
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Dirac notation Change of basis and momentum representation

Change of basis and momentum representation

Expand an arbitrary vector |f) in the real-space basis {|z)} (cf. ).

1f)y = /cxm dr (9.22)

From linear algebra, we know how to obtain the expansion coefficients c,:
we have to multiply from left by each element of the basis:

(21 |f) = / oo (1[0} dtp = oy

6(x1—x0)
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Dirac notation Change of basis and momentum representation

Change of basis and momentum representation

Expand an arbitrary vector |f) in the real-space basis {|z)} (cf. ).

1f)y = /cxm dr (9.22)

From linear algebra, we know how to obtain the expansion coefficients c,:
we have to multiply from left by each element of the basis:

@11f) = [ ez foafan) doo = oy
——
6(x1—x0)
Comparing with , we see that the expansion coefficients in the

real-space basis are nothing else than the function associated with the
vector |f) itself: ¢, = f(x).

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 155 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+disc-cont
+PREDEL+xpdf-popup.sh+qm-eqoptmp+xrep

Dirac notation Change of basis and momentum representation

By the way, the fact that each vector of the Hilbert space can be
expanded as in , proves that the set of the |zg) is indeed complete.
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Dirac notation Change of basis and momentum representation

By the way, the fact that each vector of the Hilbert space can be
expanded as in , proves that the set of the |zg) is indeed complete.
The above result suggests to expand the same vector |f) in another useful
basis, namely the basis of the eigenfunction of momentum (which is
again complete):

f) = / filk) dk (9.23)
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By the way, the fact that each vector of the Hilbert space can be
expanded as in , proves that the set of the |zg) is indeed complete.
The above result suggests to expand the same vector |f) in another useful
basis, namely the basis of the eigenfunction of momentum (which is
again complete):

f) = / filk) dk (9.23)

The coefficients fj, of the expansion are obtained as usual by , multiplying
from left”, and using the continuum version of as well as

fe= (k1) = o= [ (@) do= (b, (9.24)
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Dirac notation Change of basis and momentum representation

By the way, the fact that each vector of the Hilbert space can be

expanded as in , proves that the set of the |zg) is indeed complete.
The above result suggests to expand the same vector |f) in another useful
basis, namely the basis of the eigenfunction of momentum (which is
again complete):
)= [ ) ak (923)
The coefficients fj, of the expansion are obtained as usual by , multiplying
from left”, and using the continuum version of as well as
- 1 . -
= (klf) = — [ e **f(z) dz = f(k), 9.24
o= (k1) = == [ (@) do = it (924)

i. e. the coefficients fj are the Fourier transform f(k) of f(x).
The function f(k) represented in the ,,momentum" basis is called the
momentum representation of the vector |f).
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Dirac notation Identity operator

|dentity operator

We can adopt an useful expression for the identity operator I in terms of
a complete, orthonormal basis {|e,,)}

I=3"len)enl - (9.25);
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Dirac notation Identity operator

|dentity operator

We can adopt an useful expression for the identity operator I in terms of
a complete, orthonormal basis {|e,,)}

I=Y "len){enl . (9.25)

n

this can be shown by observing that the operator relation holds
whenever applied to an arbitrary element |e,,) of the basis:

j|em> = Z len) (enlem) = lem) ,

n
én,m
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Dirac notation Identity operator

|dentity operator

We can adopt an useful expression for the identity operator I in terms of
a complete, orthonormal basis {|e,,)}

I=Y "len){enl . (9.25)

n

this can be shown by observing that the operator relation holds
whenever applied to an arbitrary element |e,,) of the basis:

f|em> = Z len) (enlem) = lem) ,

n
én,m

Obviously, must be suitably modified with the rules above, for the
case in which all or part of the |e,) are continuous.
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Dirac notation Identity operator

We now use the same as but for the real space basis.

f:/\x><x| dx (9.26)

in order to reobtain in an elegant way
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Dirac notation Identity operator

We now use the same as but for the real space basis.

f:/\x><x| dx (9.26)

in order to reobtain in an elegant way

5 = [ Fa)olr) do = [ ((6l))" £(0) do
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Dirac notation Identity operator

We now use the same as but for the real space basis.
f:/\x><x| dx (9.26)
in order to reobtain in an elegant way
5 = [ Fa)olr) do = [ ((6l))" £(0) do

which, using (z|k) = \/—2—7re““ (cf. ) gives the last term in
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Principles and Postulates of Quantum Mechanics

The , postulates” of quantum mechanics consist in part of a summary and
a formal generalisation of the ideas which we have met up to now,

in the course of the years they have been put together in order to
understand the meaning and to provide a description for the puzzling
physical results that had been observed.
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in the course of the years they have been put together in order to
understand the meaning and to provide a description for the puzzling
physical results that had been observed.

These postulates have been so far been confirmed by all experiments build
up in order to verify (or falsify) their validity.
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Principles and Postulates of Quantum Mechanics

The , postulates” of quantum mechanics consist in part of a summary and
a formal generalisation of the ideas which we have met up to now,

in the course of the years they have been put together in order to
understand the meaning and to provide a description for the puzzling
physical results that had been observed.

These postulates have been so far been confirmed by all experiments build
up in order to verify (or falsify) their validity.

Here, we will present these postulates together with practical examples. In
these examples you will find again most of the concept introduced in the
previous chapters.
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Postulate |: Wavefunction or state vector

The state of a system is completely defined by a (time-dependent) vector
|1} (state vector) of a Hilbert space.

Sthis is very interesting for quantum computers!
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Postulate |: Wavefunction or state vector

The state of a system is completely defined by a (time-dependent) vector
|1) (state vector) of a Hilbert space.
For example, for a particle in one dimension, this can be represented in

real space by the wave function ¥ (z) = (z[¢) , which contains all
information about the state.

Sthis is very interesting for quantum computers!
E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 161 / 243



Principles and Postulates of Quantum Mechanics Postulate |: Wavefunction or state vector
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The state of a system is completely defined by a (time-dependent) vector
|1) (state vector) of a Hilbert space.

For example, for a particle in one dimension, this can be represented in
real space by the wave function ¥ (z) = (z[¢) , which contains all
information about the state.

A consequence of the linearity of the Hilbert space is that any linear
combination of physical states is a physical (i. e. accepted) state®.
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Postulate |: Wavefunction or state vector

The state of a system is completely defined by a (time-dependent) vector
|1) (state vector) of a Hilbert space.

For example, for a particle in one dimension, this can be represented in
real space by the wave function ¥ (z) = (z[¢) , which contains all
information about the state.

A consequence of the linearity of the Hilbert space is that any linear
combination of physical states is a physical (i. e. accepted) state®.

The state vector is not directly observable. In other words, not all its
information can be extracted in an experiment. One can, however, choose
which information he or she wants to extract.

Sthis is very interesting for quantum computers!
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Principles and Postulates of Quantum Mechanics Postulate |: Wavefunction or state vector

Postulate |: Wavefunction or state vector

The state of a system is completely defined by a (time-dependent) vector
|1) (state vector) of a Hilbert space.

For example, for a particle in one dimension, this can be represented in
real space by the wave function ¥ (z) = (z[¢) , which contains all
information about the state.

A consequence of the linearity of the Hilbert space is that any linear
combination of physical states is a physical (i. e. accepted) state®.

The state vector is not directly observable. In other words, not all its
information can be extracted in an experiment. One can, however, choose
which information he or she wants to extract.

For a given state |¢)) and an arbitrary c-number ¢, ¢
state as [¢).

1) describes the same

Sthis is very interesting for quantum computers!
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Postulate |l: Observables

Dynamical variables, so-called observables, i. e. properties that can be
observed, measured, are represented by Hermitian operators
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Principles and Postulates of Quantum Mechanics Postulate Il: Observables

Postulate |l: Observables

Dynamical variables, so-called observables, i. e. properties that can be
observed, measured, are represented by Hermitian operators
Important examples of observables are:

o Coordinates: t = (2,9, 2)

o Momentum: p, = —ih-Z, p, = -+, p, (p = —ihV)

@ Spin
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Principles and Postulates of Quantum Mechanics Postulate Il: Observables

Postulate |l: Observables

Dynamical variables, so-called observables, i. e. properties that can be
observed, measured, are represented by Hermitian operators
Important examples of observables are:
o Coordinates: t = (2,9, 2)
o Momentum: p, = —ih-Z, p, = -+, p, (p = —ihV)
@ Spin
Further observables are obtained from compositions (products and
sums) of these
. . . 23 A2 A
@ Energy (Hamiltonian or Hamilton operator): H = £ + V(%).

2m

@ Angular momentum L=1 X p
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Postulate |lI: Measure of observables

The measure postulate is certainly the most striking and still the most
discussed in quantum mechanics.
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

Postulate |lI: Measure of observables

The measure postulate is certainly the most striking and still the most
discussed in quantum mechanics.

When trying to extract information from a state, one can only measure
observables. (the wave function cannot be measured)

So far, nothing special. In general, observables in classical physics have
their counterpart in quantum mechanics.
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When trying to extract information from a state, one can only measure
observables. (the wave function cannot be measured)

So far, nothing special. In general, observables in classical physics have
their counterpart in quantum mechanics.

A new concept is that when measuring an observable, the only possible
values that one can obtain are the eigenvalues of the operator
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

Postulate |lI: Measure of observables

The measure postulate is certainly the most striking and still the most
discussed in quantum mechanics.

When trying to extract information from a state, one can only measure
observables. (the wave function cannot be measured)

So far, nothing special. In general, observables in classical physics have
their counterpart in quantum mechanics.

A new concept is that when measuring an observable, the only possible
values that one can obtain are the eigenvalues of the operator
corresponding to the observable.

This means that not all classically allowed values of a physical quantity are
allowed in quantum mechanics.

The most striking example is the energy: as we have seen, for bound states
only discrete values of the energy are allowed.
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

Having specified what the possible outcome of a measure is, we should
also specify which outcome we expect to have for a given state |¢).
Here comes the big problem:
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

Having specified what the possible outcome of a measure is, we should
also specify which outcome we expect to have for a given state |¢).

Here comes the big problem:

Even if one knows |¢)) with exact accuracy it is not possible (in general) to
predict the outcome of the measure.

Possible results are statistically distributed, with a probability (density)
that depends on |1)). Details are given below.
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

Having specified what the possible outcome of a measure is, we should
also specify which outcome we expect to have for a given state |¢).
Here comes the big problem:

Even if one knows |¢)) with exact accuracy it is not possible (in general) to
predict the outcome of the measure.

Possible results are statistically distributed, with a probability (density)
that depends on |1)). Details are given below.

The last important result (which again will be specified more in detail
below) is:

A measure modifies the state vector:

After the measure of an observable, the particle falls into the eigenstate
corresponding to the measured eigenvalue.
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

Measure of observables, more concretely

Let us illustrate the meaning of the measure postulate by using as an
observable, the energy, associated with the hermitian operator H
(Hamiltonian).

The discussion below can be extended straightforwardly to any observable
with discrete eigenvalues. The extension to continuous eigenvalues is also

discussed.
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Measure of observables, more concretely

Let us illustrate the meaning of the measure postulate by using as an
observable, the energy, associated with the hermitian operator H
(Hamiltonian).

The discussion below can be extended straightforwardly to any observable
with discrete eigenvalues. The extension to continuous eigenvalues is also
discussed.

We have learned in Sec. 7, how to find solutions of the Schrodinger
equation , i. e. its eigenvalues F,, and eigenfunctions e, (z).
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Measure of observables, more concretely

Let us illustrate the meaning of the measure postulate by using as an
observable, the energy, associated with the hermitian operator H
(Hamiltonian).

The discussion below can be extended straightforwardly to any observable
with discrete eigenvalues. The extension to continuous eigenvalues is also
discussed.

We have learned in Sec. 7, how to find solutions of the Schrodinger
equation , i. e. its eigenvalues F,, and eigenfunctions e, (z).

Instead of wave functions we want to use the formal (vector) notation
introduced in Sec. 8.

We, thus, denote by |e,) the corresponding eigenvectors, i. e.

en(z) = (z|en).
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

Measure of observables, more concretely

Let us illustrate the meaning of the measure postulate by using as an
observable, the energy, associated with the hermitian operator H
(Hamiltonian).

The discussion below can be extended straightforwardly to any observable
with discrete eigenvalues. The extension to continuous eigenvalues is also
discussed.

We have learned in Sec. 7, how to find solutions of the Schrodinger
equation , i. e. its eigenvalues F,, and eigenfunctions e, (z).

Instead of wave functions we want to use the formal (vector) notation
introduced in Sec. 8.

We, thus, denote by |e,) the corresponding eigenvectors, i. e.

en(z) = (z|en).

The eigenvalue condition is

Hlen) = Eplem) . (10.1)

Which tells us that a particle in the state |e,) has the energy E,,.
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

However, an arbitrary physical state |¢) can, in general consist of a linear
combination of the |e,):

|¢> = Zan|€n> (]_0_2)5

Notice, first of all, that, once the basis is fixed, the state |¢) is completely
specified by the coefficients a,,. In a vector notation these are nothing else
than the coordinates of the vector.
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However, an arbitrary physical state |¢) can, in general consist of a linear
combination of the |e,):

) = anlen) (10.2)

Notice, first of all, that, once the basis is fixed, the state [¢)) is completely
specified by the coefficients a,,. In a vector notation these are nothing else
than the coordinates of the vector.

The question is now, what the energy of this state is.

The way to answer this question is to measure the energy!
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

However, an arbitrary physical state |¢) can, in general consist of a linear
combination of the |ey):

) = anlen) (10.2)

Notice, first of all, that, once the basis is fixed, the state [¢)) is completely
specified by the coefficients a,,. In a vector notation these are nothing else
than the coordinates of the vector.

The question is now, what the energy of this state is.

The way to answer this question is to measure the energy!

The crucial point, introduced above, is that

the outcome of the experiment cannot be foreseen,

even if one knows |¢) exactly,

and even if one could carry out the experiment with arbitrary precision.
This unpredictability is intrinsic of quantum mechanics.
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As discussed above, the measured energy will be one of the E,,.
The outcome is distributed statistically and the distribution is determined

by [¢).
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

As discussed above, the measured energy will be one of the E,,.
The outcome is distributed statistically and the distribution is determined

by [¢).

More precisely,:
The measure of the energy will give E,, with probability W (E,,)  |a,|?.
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

As discussed above, the measured energy will be one of the E,,.

The outcome is distributed statistically and the distribution is determined
by |4).

More precisely,:

The measure of the energy will give E,, with probability W (E,,) o< |a,|?.
The proportionality constant is given by the normalisation condition

Y W(E,) =1.
This gives
|an‘2 ‘anP
W(E,) = = : (10.3)
domlaml®  (Pl)
Notice that for normalized states, the denominator in is equal to 1

and can be dropped.
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A further important aspect introduced above is that
a measure modifies the physical state.
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A further important aspect introduced above is that

a measure modifies the physical state.

More specifically,

suppose the measure yields the value E,,, for the energy, just after the
measure the state will be transformed into the corresponding eigenvector
|€no)-
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A further important aspect introduced above is that

a measure modifies the physical state.

More specifically,

suppose the measure yields the value E,,, for the energy, just after the
measure the state will be transformed into the corresponding eigenvector

|€ng)-
This is the so-called collapse of the wavefunction. After the measure, the
large amount of potential information contained in (i.e. in its

coefficients a,) is lost, and only a,, = 1 remains !
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

A further important aspect introduced above is that

a measure modifies the physical state.

More specifically,

suppose the measure yields the value E,,, for the energy, just after the
measure the state will be transformed into the corresponding eigenvector

|€ng)-
This is the so-called collapse of the wavefunction. After the measure, the
large amount of potential information contained in (i.e. in its

coefficients a,,) is lost, and only a,, = 1 remains !

The striking aspect is that a measure always disturbs the system. This is in
contrast to classical physics, where one could always think, at least in
principle, to carry out a measure as little disturbing as possible, so that the
state of the system is essentially not disturbed.
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Continuous observables
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

Continuous observables

As we know, there are in general observables, such as the position z, or
the momentum p operators, that admit continuous eigenvalues.

the discussion carried out for observables with discrete eigenvalues can be
extended to ones with continuous eigenvalues upon replacing probabilities
with probability densities.
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

Continuous observables

As we know, there are in general observables, such as the position z, or
the momentum p operators, that admit continuous eigenvalues.

the discussion carried out for observables with discrete eigenvalues can be
extended to ones with continuous eigenvalues upon replacing probabilities
with probability densities.

For example, if we measure Z on the vector

) = / (@)} da

then a measure of the position & will give one of the possible x with
probability density (cf. )

P(z) = @) (10.4)

(Wl)

This is what we already learned in Sec. 6.
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Principles and Postulates of Quantum Mechanics Postulate Ill: Measure of observables

Continuous observables

As we know, there are in general observables, such as the position z, or
the momentum p operators, that admit continuous eigenvalues.

the discussion carried out for observables with discrete eigenvalues can be
extended to ones with continuous eigenvalues upon replacing probabilities
with probability densities.

For example, if we measure Z on the vector

) = / (@)} da

then a measure of the position & will give one of the possible x with
probability density (cf. )

P(z) = @) (10.4)

(Yly)y
This is what we already learned in Sec. 6.
After the measure, the state vector will collapse into the state |zg), where
Zo is the value of x obtained in the measure.
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Principles and Postulates of Quantum Mechanics = Expectation values

Expectation values

A practical situation in physics is that one has many (a so-called ensemble
of) particles all in the same state

One can then repeat the measure of the energy for all these particles. The
outcome being statistically distributed means that it will be, in general,
different for each particle.
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Principles and Postulates of Quantum Mechanics = Expectation values

Expectation values

A practical situation in physics is that one has many (a so-called ensemble
of) particles all in the same state

One can then repeat the measure of the energy for all these particles. The
outcome being statistically distributed means that it will be, in general,
different for each particle.

One interesting quantity that can be (and in general is) determined in this
case is the average value < E > of the energy. This is technically called
the expectation value of the energy in the state [¢).
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Principles and Postulates of Quantum Mechanics = Expectation values

Expectation values

A practical situation in physics is that one has many (a so-called ensemble
of) particles all in the same state

One can then repeat the measure of the energy for all these particles. The
outcome being statistically distributed means that it will be, in general,
different for each particle.

One interesting quantity that can be (and in general is) determined in this
case is the average value < E > of the energy. This is technically called
the expectation value of the energy in the state [¢).

If one knows the state, one can predict < E >. As we show below, for the
state this is given by:

_ TuEBnlanl? _ @lHY)
Yalanl? T (Wly)

where H is the Hamilton operator, i. e. the operator associated with the
energy observable.

< E>

(10.5)

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 170 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+psian
+PREDEL+xpdf-popup.sh+qm-eqoptmp+psian

Principles and Postulates of Quantum Mechanics = Expectation values

The first equality in is easily obtained by probability theory: the
average value of E is given by the sum over all its possible values F,,
weighted with their probability
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Principles and Postulates of Quantum Mechanics = Expectation values

The first equality in is easily obtained by probability theory: the
average value of E is given by the sum over all its possible values F,,
weighted with their probability

To show the second equality, let us evaluate the numerator in the last term
in ;

‘H¢ Za A, €n|H|em>:

n,m
Em|em)
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Principles and Postulates of Quantum Mechanics = Expectation values

The first equality in is easily obtained by probability theory: the
average value of E is given by the sum over all its possible values F,,
weighted with their probability

To show the second equality, let us evaluate the numerator in the last term
in ;

‘H¢ Za A, €n|H|em>:

n,m
Em|em)

Za; am En (enlem) =
n,m v

5n,m
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Principles and Postulates of Quantum Mechanics = Expectation values

The first equality in is easily obtained by probability theory: the
average value of E is given by the sum over all its possible values F,,
weighted with their probability

To show the second equality, let us evaluate the numerator in the last term
in ;

‘H¢ Za A, €n|H|€m>:

n,m

Em|em>
> ah am Ep (enlem) = ) lan|*En (10.6)
n,m S n

én,m

which corresponds to the numerator of the second term in
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Principles and Postulates of Quantum Mechanics = Expectation values

The first equality in is easily obtained by probability theory: the
average value of E is given by the sum over all its possible values F,,
weighted with their probability

To show the second equality, let us evaluate the numerator in the last term

in
(1| Hp) Za am en|H|em>:

n,m
Em|em>

Za; am En ( en|em Z lan|*Ey, (10.6)

én,m

which corresponds to the numerator of the second term in

Again, the above discussion holds for an arbitrary observable taken instead
of the energy, provided one expands the quantum states in eigenstates of
this observable, instead of the energy.
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Principles and Postulates of Quantum Mechanics Expectation values

Contiunuous observables

For continuous observables, i. e. observables with a continuum of
eigenvalues, such as &, we adopt the usual rules and obtain, similarly to

@R ds ()

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 172 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+expe
toex:stadev
toex:heis
toex:qubits

Principles and Postulates of Quantum Mechanics Postulate IV: Time evolution

Postulate IV: Time evolution

We write in terms of state vectors:

. . :
ih () = H () (108)
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Principles and Postulates of Quantum Mechanics Postulate IV: Time evolution

Postulate IV: Time evolution
We write in terms of state vectors:
0 ~
Zﬁalw(t» = H |y(1)) (10.8)

The solution is simple in the case in which [¢)) is proportional to an
eigenstate |e,) of H, i. e.

W}(t» = an(t) |en> (109)
We have:
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Principles and Postulates of Quantum Mechanics Postulate IV: Time evolution

Postulate IV: Time evolution

We write in terms of state vectors:

9 .
tho: [0(t)) = H [$(2)) (10.8)

The solution is simple in the case in which [¢)) is proportional to an
eigenstate |e,) of H, i. e.

W}(t» = an(t) |en> (109)

We have: 9
7778 an(t) len) = an(t)Ey, len) (10.10)

We see that this reduces to a (well-known) differential equation for a,,(t).
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Principles and Postulates of Quantum Mechanics Postulate IV: Time evolution

The solution was already found in

E,t

an(t) = ano exp(—1i ) (10.11)
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Principles and Postulates of Quantum Mechanics Postulate IV: Time evolution

The solution was already found in

Ent
)

an(t) = ano exp(—1i (10.11)
On the other hand, |e;,) is a solution of the time-dependent Schrodinger
equation , which corresponds to . These results are, thus, well
known from Sec. 6.
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Principles and Postulates of Quantum Mechanics Postulate IV: Time evolution

The solution was already found in

Ent
)

an(t) = ano exp(—1i (10.11)
On the other hand, |e;,) is a solution of the time-dependent Schrodinger
equation , which corresponds to . These results are, thus, well
known from Sec. 6.

Eigenstates of H are called stationary states because their time
dependence is completely included in the time dependence of a
multiplicative coefficient a,,, which, as we know, does not modify the state.
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Principles and Postulates of Quantum Mechanics Postulate IV: Time evolution

Generic state
The linearity of , as well as the above solution for an eigenstate of

H, immediately tells us the time dependence of an arbitrary state
written as a superoposition of eigenstates of H.
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Principles and Postulates of Quantum Mechanics Postulate IV: Time evolution

Generic state
The linearity of , as well as the above solution for an eigenstate of

H, immediately tells us the time dependence of an arbitrary state
written as a superoposition of eigenstates of H.
As for , the time dependence appears in the coefficients:

(@) =Y ano e Jen) (10.12)
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Principles and Postulates of Quantum Mechanics Postulate IV: Time evolution

Generic state

The linearity of , as well as the above solution for an eigenstate of
H, immediately tells us the time dependence of an arbitrary state
written as a superoposition of eigenstates of H.

As for , the time dependence appears in the coefficients:

(@) =Y ano e Jen) (10.12)

Notice that this state is not stationary, as the different exponential terms
cannot be collected into a global multiplicative term.
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Principles and Postulates of Quantum Mechanics Postulate IV: Time evolution

Generic state

The linearity of , as well as the above solution for an eigenstate of
H, immediately tells us the time dependence of an arbitrary state
written as a superoposition of eigenstates of H.

As for , the time dependence appears in the coefficients:

(@) =Y ano e Jen) (10.12)

Notice that this state is not stationary, as the different exponential terms
cannot be collected into a global multiplicative term.

Again, the above result also hold when the eigenvalues of the Hamilton
operator are continuous.
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Principles and Postulates of Quantum Mechanics Postulate IV: Time evolution

Further examples
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Examples and exercises

Examples and exercises
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Examples and exercises =~ Wavelength of an electron

Wavelength of an electron

Determine the kinetic energy in eV for an electron with a wavelength of
0.5 nm (X-rays).
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Examples and exercises =~ Wavelength of an electron

Wavelength of an electron

Determine the kinetic energy in eV for an electron with a wavelength of
0.5 nm (X-rays).
Solution:

E = p/(2m) = h2/(2\%m) =
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Examples and exercises =~ Wavelength of an electron

Wavelength of an electron

Determine the kinetic energy in eV for an electron with a wavelength of
0.5 nm (X-rays).
Solution:

E = p/(2m) = h2/(2\%m) =

(6.6 x 1073475)2/(2(5 x 1079m)? x 9.1 x 10731 K g)
=9.6 x 107197 x eV/eV = 9.6/1.6 x 1071979V = 6eV
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Examples and exercises = Photoelectric effect

Photoelectric effect

The work function of a particular metal is 2.6eV

(1.eV = 1.6 x 10712 erg).

What maximum wavelength of light will be required to eject an electron
from that metal?
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Examples and exercises = Photoelectric effect

Photoelectric effect

The work function of a particular metal is 2.6eV

(1.eV = 1.6 x 10712 erg).

What maximum wavelength of light will be required to eject an electron
from that metal?

Solution:

p=hv=hc/A=A=hc/p=
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Examples and exercises = Photoelectric effect

Photoelectric effect

The work function of a particular metal is 2.6eV

(1.eV = 1.6 x 10712 erg).

What maximum wavelength of light will be required to eject an electron
from that metal?

Solution:

p=hv=hc/A=A=hc/p=

6.6 x 10734Js x 3. x 103m/s
2.6 x 1.6 x 107197

~ 4.8 x 10~ "m = 480nm
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Examples and exercises =~ Some properties of a wavefunction

Some properties of a wavefunction

The ground-state wavefunction of the Hydrogen atom has the form

ar

e 2 (11.1)
where r = |r| and r = (2, ¥, 2).
Normalize the wavefunction.
Find the expectation value of the radius < r >.
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Examples and exercises =~ Some properties of a wavefunction

Some properties of a wavefunction

The ground-state wavefunction of the Hydrogen atom has the form

e (11.1)

where r = |r| and r = (2, ¥, 2).
Normalize the wavefunction.
Find the expectation value of the radius < r >.
Find the probability W (ro < r < rg + Arg) that r is found between 7
and rg + Aryg.
In the limit of small Arg, the probability density P(rg) for r (not for r!) is
given by

P(ro) Arg =W (ro <r < 1o+ Arg) (11.2)

Determine P(ry) and plot it.
Determine the most probable value of r (i. e. the maximum in P(rg)).
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Examples and exercises =~ Some properties of a wavefunction

Properties of a wavefunction

expectation values, normalisation, etc.

Normalisation:

1:N2/(6—T)2 dV:N2/e—‘” dv (11.3)
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Examples and exercises =~ Some properties of a wavefunction

Properties of a wavefunction

expectation values, normalisation, etc.

Normalisation:
1:N2/(e—‘U)2 dV:N2/e—‘” dv (11.3)

The volume element in spherical coordinates (7,6, ¢) is given by
dV =712 dr sinf d § dp. The integral over the solid angle gives 4.
We thus have:

00 2 3
1=N24n | eo2dr=N’4r = =>N=y/— (114
0 a3 8
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Examples and exercises =~ Some properties of a wavefunction

Properties of a wavefunction

expectation values, normalisation, etc.

Normalisation:
1:N2/(e—‘U)2 dV:N2/e—‘” dv (11.3)

The volume element in spherical coordinates (7,6, ¢) is given by
dV =712 dr sinf d § dp. The integral over the solid angle gives 4.
We thus have:

00 2 3
1=N24n | eo2dr=N’4r = =>N=y/— (114
0 a3 8

oo
<r>=N?4r / e TPy dr = 3 (11.5)
0 a

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 181 / 243



Examples and exercises =~ Some properties of a wavefunction

Properties of a wavefunction

expectation values, normalisation, etc.

W(rg <r < rg+ Arg) is given by the integral in between these
limits:
ro+Arg
Wi(rg <r <rg+ Arg) =N%24r / e 2 dr (11.6)
70
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Examples and exercises =~ Some properties of a wavefunction

Properties of a wavefunction

expectation values, normalisation, etc.

W(rg <r < rg+ Arg) is given by the integral in between these
limits:
ro+Arg
Wi(rg <r <rg+ Arg) =N%24r / e 2 dr (11.6)
70

For small Arq this is obviously given by the integrand times Arg, so that
Wirg <r <79+ Arg) = P(rg) Arg = N? 47 e *™r2 Arg  (11.7)

The most probable value is given by the maximum of P(rg), this is easily

found to be 7,02 = %
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Examples and exercises =~ Some properties of a wavefunction

Properties of a wavefunction

expectation values, normalisation, etc.

T'max
<r>
0.25
0.2
P(r)
0.1

2 4 6 8 10

Notice that the probability density P(r) for the coordinates r = (x,y, 2) is
given instead by P(r) = N2e~% " and has its maximum at the centre
r=0.
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Examples and exercises ~ Particle in a box: expectation values

Particle in a box: expectation values

Evaluate the expectation value < z > (average value) of the
coordinate x for the ground state of the particle in a box. Evaluate its
standard deviation Az = /< (z— < z >)2 >.
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Examples and exercises ~ Particle in a box: expectation values

Particle in a box: expectation values

Evaluate the expectation value < z > (average value) of the
coordinate x for the ground state of the particle in a box. Evaluate its

standard deviation Az = /< (z— < z >)2 >.
Solution:
Ground state

W(x) =N Sin%x (11.8)

Normalisation

1:N2/ (SinZa)? d x = N2 E:N:\/g (11.9)
0 a 2 a
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Examples and exercises ~ Particle in a box: expectation values

Particle in a box: expectation values

Evaluate the expectation value < z > (average value) of the
coordinate x for the ground state of the particle in a box. Evaluate its

standard deviation Az = /< (z— < z >)2 >.

Solution:
Ground state .
Y(x) = N Sin—zx (11.8)
a
Normalisation
@ 2
1:N2/ (SinZa)? d x = N2 g=>N:\/j (11.9)
0 a 2 a

rQ
<z>= 2/ x (SinZz)? = (11.10)
0 a

a
a 2
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Examples and exercises ~ Particle in a box: expectation values

Particle in a box: expectation values

Evaluate the expectation value < z > (average value) of the
coordinate z for the ground state of the particle in a box. Evaluate its

standard deviation Az = /< (z— <z >)2 >.
Solution:
Ground state -
P(x) =N Sin—x (11.8)
a
Normalisation
a L 2
1:N2/ (SinZa)2dz=N22 = N = \/j (11.9)
Jo a 2 a
2 [ T o @
== x (Sin— == 111
<z> (1/0 i (Smax) 2 (11.10)

(Ar)=<(z—<z>)?> =<a?>-2<a><az>+ <z >>
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Examples and exercises ~ Particle in a box: expectation values

Particle in a box: expectation values

Evaluate the expectation value < z > (average value) of the
coordinate x for the ground state of the particle in a box. Evaluate its

standard deviation Az = /< (z— < z >)2 >.

Solution:
Ground state .
Y(x) = N Sin—zx (11.8)
a
Normalisation
@ 2
1:N2/ (SinZa)? d x = N2 g=>N:\/j (11.9)
0 a 2 a

rQ
<z>= 2/ x (SinZz)? = (11.10)
0 a

a
a 2

(Az)t=<(z—<z>)t> =<2?> - <z >?
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Examples and exercises ~ Particle in a box: expectation values

Particle in a box: expectation values

Evaluate the expectation value < z > (average value) of the
coordinate x for the ground state of the particle in a box. Evaluate its

standard deviation Az = /< (z— < z >)2 >.

Solution:
Ground state .
Y(x) = N Sin—zx (11.8)
a
Normalisation
@ 2
1:N2/ (SinZa)? d x = N2 g=>N:\/j (11.9)
0 a 2 a

rQ
<z>= 2/ x (SinZz)? = (11.10)
0 a

a
a 2

(Az)t=<(z—<z>)t> =<2?> - <z >?
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Examples and exercises ~ Particle in a box: expectation values

Particle in a box: expectation values

Evaluate the expectation value < z > (average value) of the
coordinate x for the ground state of the particle in a box. Evaluate its

standard deviation Az = /< (z— < z >)2 >.
Solution:
Ground state

W(x) =N Sin%x (11.8)

Normalisation

1:N2/ (SinZa)? d x = N2 E:N:\/g (11.9)
0 a 2 a

2 rQ
<z>= ;/ x (Sing.r)Z = g (11.10)
0
(Az)t=<(z—<z>)t> =<2?> - <z >?
2 [a 1 3
<a2?>= 5/0 a2 (Smgﬂc)z = 50’ (2 - ﬁ> (11.11)
2 2 2 2 1 1
Az =<z‘>—-<z>*=a (Efﬁ) (11.12)
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Examples and exercises ~ Delta-potential

Delta-potential

Find the bound states and the corresponding energies for an attractive
d-potential
V(z) = —u d(z) u>0
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Examples and exercises ~ Delta-potential

Delta-potential

Find the bound states and the corresponding energies for an attractive
d-potential
V(z) = —u d(z) u>0

Solution:
In a bound state £ < 0, so that the wave function for x > 0 is
Y(x)=Ae ™ x>0 _ [—2mE
(@) =Be® <0 1=\ 52
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Examples and exercises ~ Delta-potential

Delta-potential

Find the bound states and the corresponding energies for an attractive

d-potential
V(z) = —u d(z) u>0

Solution:
In a bound state £ < 0, so that the wave function for x > 0 is
Y(x)=Ae ™ x>0 _ [—2mE
(@) =Be® <0 1=\ 52

The continuity of the wavefunction at x = 0 requires A = B. The
condition requires

2m
—2qA:—uﬁA = g=—
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Examples and exercises ~ Delta-potential

Delta-potential

Find the bound states and the corresponding energies for an attractive

d-potential
V(z) = —u d(z) u>0

Solution:
In a bound state £ < 0, so that the wave function for x > 0 is
Y(x)=Ae ™ x>0 _ [—2mE
(@) =Be® <0 1=\ 52

The continuity of the wavefunction at x = 0 requires A = B. The
condition requires

om um
There is always one and only one bound state with energy F' = _u22h;n

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 185 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+Sprung_in_Abl

Examples and exercises ~ Delta-potential

Delta-potential

Further exercises:
@ Determine A so that the wave function is normalized

@ Determine the unbound states and the transmission and reflection
coefficients.
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Examples and exercises ~ Expansion in a discrete (orthogonal) basis

Expansion in a discrete (orthogonal) basis

The Hilbert space admits continuous, mixed (as in ), and also purely
discrete (although infinite) basis sets. One example for the latter is
provided by the eigenstates of the harmonic oscillator.
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Examples and exercises ~ Expansion in a discrete (orthogonal) basis

Expansion in a discrete (orthogonal) basis

The Hilbert space admits continuous, mixed (as in ), and also purely
discrete (although infinite) basis sets. One example for the latter is
provided by the eigenstates of the harmonic oscillator.

@ Write the expansion of two vectors |f) and |g) in a discrete basis
{|bn)}, and express the scalar product (g|f) in terms of the expansion
coefficients f,, and g,.

(Of course, as expected the result is formally the same as in the
finite-dimensional case ).
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Examples and exercises ~ Expansion in a discrete (orthogonal) basis

Expansion in a discrete (orthogonal) basis

The Hilbert space admits continuous, mixed (as in ), and also purely
discrete (although infinite) basis sets. One example for the latter is
provided by the eigenstates of the harmonic oscillator.

@ Write the expansion of two vectors |f) and |g) in a discrete basis
{|bn)}, and express the scalar product (g|f) in terms of the expansion
coefficients f,, and g,.

(Of course, as expected the result is formally the same as in the
finite-dimensional case ).

@ Write an expansion of the function f(z) = (x|f) in terms of the

orthogonal functions b, (x) = (z|b,). Write an expression for the
expansion coefficients.
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Examples and exercises ~ Expansion in a discrete (orthogonal) basis

Solution:
Expansion:

1) =" falbn) | (11.13)

where as usual the coefficients f,, = (bn|f).
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Examples and exercises ~ Expansion in a discrete (orthogonal) basis

Solution:

1) = falbn) . (11.13)

Expansion:

where as usual the coefficients f,, = (b,|f).
We do the same directly for the ,,bra* vector (g|:

(gl = g (bml ,

Notice the convenience of using a different index m.
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Examples and exercises ~ Expansion in a discrete (orthogonal) basis

Solution:

Y=Y falbn) , (11.13)

Expansion:

where as usual the coefficients f,, = (b,|f).
We do the same directly for the ,,bra* vector (g|:

= Zg;kn<bm| ’

Notice the convenience of using a different index m.
The scalar product:

5mn

cf.
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Examples and exercises ~ Expansion in a discrete (orthogonal) basis

Expansion of f(x): we multiply from left with (z|:

f(a) = (alf) = an (@lbn) = Y fu bulz) (11.14)
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Examples and exercises ~ Expansion in a discrete (orthogonal) basis

Expansion of f(z): we multiply from left with (z|:

(z|f) = an (@[bn) =) fn bu(x) (11.14)
The expansion coefficients:
fu= Gl = [ ule) (@lf) o = [bao)s@) e (1119)
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Examples and exercises = Hermitian operators

Hermitian operators

Show that the momentum operator (i = 1)
= L
P=""0

is hermitian. Use the relation and partial integration.
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Examples and exercises = Hermitian operators

Hermitian operators

Show that the momentum operator (i = 1)
= L
P=""0

is hermitian. Use the relation and partial integration.
Proof:

(65) = [ @) (~ig @) do = [(-i9(e))" f(@) do = Ggl)
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Examples and exercises = Hermitian operators

Hermitian operators

Show that if an operator A is hermitian, then A2 = AA is hermitian
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Examples and exercises = Hermitian operators

Hermitian operators

Show that if an operator A is hermitian, then A2 = AA is hermitian

Note: the definition of a product of two operators A and B is defined as
for matrices

(AB)|f) = A(B|f)) (11.16)
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Examples and exercises = Hermitian operators

Hermitian operators

Show that if an operator A is hermitian, then A2 = AA is hermitian

Note: the definition of a product of two operators A and B is defined as
for matrices

(AB)|f) = A(BIf)) (11.16)
Proof:

(glAAf) = (Ag|Af) = (AAg|f)
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Examples and exercises = Hermitian operators

Hermitian operators

Show that if two operators A and B are hermitian, then AB+ BA'is
hermitian.
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Examples and exercises = Hermitian operators

Hermitian operators

Show that if two operators A and B are hermitian, then AB+ BA'is
hermitian.

Proof:

(9l(AB + BA)f) = (g|ABf) + (g BAf) =
(Ag|B 1)+ (BAAf) = (BAsl) + (ABglf) =

A~

J
((AB + BA)glf)

>
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Examples and exercises ~ Standard deviation

Standard deviation

The value of < E > tells us about the average value of the energy, but
there is no information on how strong the energies deviate from this
average value.
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Examples and exercises ~ Standard deviation

Standard deviation

The value of < E > tells us about the average value of the energy, but
there is no information on how strong the energies deviate from this
average value.

One would like to know the typical deviation from < E >. This
information is provided by the standard deviation AE. The square AE? is
given by the average value of the deviation square, i.e.
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Examples and exercises ~ Standard deviation

Standard deviation

The value of < E > tells us about the average value of the energy, but
there is no information on how strong the energies deviate from this
average value.

One would like to know the typical deviation from < E >. This
information is provided by the standard deviation AE. The square AE? is
given by the average value of the deviation square, i.e.

AFE* =< (E— < E>)*>
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Examples and exercises ~ Standard deviation

Standard deviation

The value of < E > tells us about the average value of the energy, but
there is no information on how strong the energies deviate from this
average value.

One would like to know the typical deviation from < E >. This
information is provided by the standard deviation AE. The square AE? is
given by the average value of the deviation square, i.e.

AFE* =< (E— < E>)*>
This can be simplified to
AE? =< E*>> 2<E><E>+<E>=<E?’>—<E>’=
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Examples and exercises ~ Standard deviation

Standard deviation

The value of < E > tells us about the average value of the energy, but
there is no information on how strong the energies deviate from this
average value.

One would like to know the typical deviation from < E >. This
information is provided by the standard deviation AE. The square AE? is
given by the average value of the deviation square, i.e.

AFE* =< (E— < E>)*>
This can be simplified to
AE?=<E?’> 2<E><E>+<E>*=<E?’> - < E>’=
WAz Wiy’

(¥]) (¥])

It is easy to see that this expression is valid for any other observable,
including continuous ones.
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Examples and exercises ~ Heisenberg's uncertainty

Heisenberg's uncertainty

Consider the wave function
Y(z) = e /2

For large a the wave function is strongly peaked around x = 0, i. e. the
uncertainty (standard deviation) Ax in the coordinate x is small.
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Examples and exercises ~ Heisenberg's uncertainty

Heisenberg's uncertainty

Consider the wave function
Y(z) = e /2

For large a the wave function is strongly peaked around x = 0, i. e. the
uncertainty (standard deviation) Ax in the coordinate x is small.

Here we want to illustrate the Heisenberg uncertainty principle, according
to which a small uncertainty in x corresponds to a large uncertainty in the
momentum p and vice-versa.
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Examples and exercises ~ Heisenberg's uncertainty

Heisenberg's uncertainty

Consider the wave function
Y(z) = e /2

For large a the wave function is strongly peaked around x = 0, i. e. the
uncertainty (standard deviation) Ax in the coordinate x is small.
Here we want to illustrate the Heisenberg uncertainty principle, according
to which a small uncertainty in x corresponds to a large uncertainty in the
momentum p and vice-versa. To do this:
@ Normalize v
Evaluate < z >
Evaluate A2
Evaluate p
Evaluate Ap?
Evaluate /Ap2v/ Az2 and verify that it is independent of a

e © ¢ ¢ ¢
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Examples and exercises ~ Heisenberg's uncertainty

Heisenberg's uncertainty principle

Solution

(W) = /e_‘””2 dz = \/7/a = Yy (x) = (a/7)/*p(z) is normalized
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Examples and exercises ~ Heisenberg's uncertainty

Heisenberg's uncertainty principle

Solution

(W) = /e_‘””2 dz = \/7/a = Yy (x) = (a/7)/*p(z) is normalized

< & >= (a/m)'/? /x —a® g g
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Examples and exercises ~ Heisenberg's uncertainty

Heisenberg's uncertainty principle

Solution

(Yl) = /e_‘“”Q dz = /7 Ja = Yy (z) = (a/m)/*(x) is normalized
< & >= (a/m)"/? /x e % dx =0

1
A2 =< 3?2 > — < & >2=< 3% >= (a/m)'/? /x2 e dg = o
a
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Examples and exercises ~ Heisenberg's uncertainty

<P >= (Wn|pYn) = [N (z)(PYn(z)) de =
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Examples and exercises ~ Heisenberg's uncertainty

<P >= (Wn|pYn) = [N (z)(PYn(z)) de =

(a/ﬂ')l/2 f e—ax2/2(_ih%)e—a12/2 dr =
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Examples and exercises ~ Heisenberg's uncertainty

< p>= Un|pYn) = [Un(2) YN (z)) do =
(a/m)/? fe_‘””2/2(—ih%)e‘aﬁ/2 dr =

—ih(a/m)'/? fe‘““Q/Q(—aa:)e_ax2/2 dr =0
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Examples and exercises ~ Heisenberg's uncertainty

<P >= (Wn|pYn) = [N (z)(PYn(z)) de =
(a/m) 2 [ =022 (—ih L)e*?/2 dy =
—ih(a/m)V? [ =9 /2(—az)e= %" /% dx = 0

Ap? =< p? >= f¢N(x)(ﬁ2¢N(x)) de =
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Examples and exercises ~ Heisenberg's uncertainty

<p>= WnlpyYn) = [¢n (@) (pYn () de =

(a/m)2 [ =92 /2 (—ihL)e"/2 dy =

—ih(a/m)/? [ e=9*/2(—qz)e=%"/2 dg = 0
Ap? =< p? >= [P (2)(p*Yn(2)) dz =

(a/ﬂ)lﬂ fe—ax2/2(_h2%)e—ax2/2 P —
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Examples and exercises ~ Heisenberg's uncertainty

<p>= YnlpYn) = [ (@) (pYn(2)) do =
(a/m)2 [ =92 /2 (—ihL)e"/2 dy =
—ih(a/m)/? [ e=9*/2(—qz)e=%"/2 dg = 0
Ap? =< p* >= [¢n(2)(p*¥n(2)) dv =
(a/m)V2 [ e=0*/2(~R2 L Ye= /2 dg =

_h2(a/7'(')1/2 fe—ag;2(a2x2 o CL) do — —ﬁ2(—a/2) _ %
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Examples and exercises ~ Heisenberg's uncertainty

<p>= YnlpYn) = [ (@) (pYn(2)) do =
(a/m)2 [ =92 /2 (—ihL)e"/2 dy =
—ih(a/m)/? [ e=9*/2(—qz)e=%"/2 dg = 0

Ap? =< p* >= [¢n(2)(p*¥n(2)) dv =

(a/m)V2 [ e=0*/2(~R2 L Ye= /2 dg =

—12(a/m)'? [ =% (a2a? — a) dx = —h%(—a/2) = &

2
Az?Ap? = hz
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Examples and exercises Qubits and measure

Qubits and measure

A qubit is described by two discrete states denoted by’ |0) and |1).

"These can be, for example, two electronic levels in an atom, or the two
possible value of the spin of an electron (see below).
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Examples and exercises Qubits and measure

Qubits and measure

A qubit is described by two discrete states denoted by’ |0) and |1).
We consider the two observables B and N described by the operators

B=1)(1] and N =[1)(0| +]0)(1], (11.18)

"These can be, for example, two electronic levels in an atom, or the two
possible value of the spin of an electron (see below).
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Examples and exercises Qubits and measure

Qubits and measure

A qubit is described by two discrete states denoted by’ |0) and |1).
We consider the two observables B and N described by the operators

B=1)(1] and N =[1)(0| +]0)(1], (11.18)

@ Verify that these operators are hermitian.
@ What are the possible outcomes of a measure of B and of NV ?

"These can be, for example, two electronic levels in an atom, or the two
possible value of the spin of an electron (see below).
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Qubits and measure

A qubit is described by two discrete states denoted by’ |0) and |1).
We consider the two observables B and N described by the operators

B=1)(1] and N =[1)(0| +]0)(1], (11.18)

@ Verify that these operators are hermitian.
@ What are the possible outcomes of a measure of B and of NV ?
Let us consider an ensemble of qubits, all prepared in the state |0).

"These can be, for example, two electronic levels in an atom, or the two
possible value of the spin of an electron (see below).
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Examples and exercises Qubits and measure

Qubits and measure

A qubit is described by two discrete states denoted by’ |0) and |1).
We consider the two observables B and N described by the operators

B=1)(1] and N =[1)(0| +]0)(1], (11.18)

@ Verify that these operators are hermitian.

@ What are the possible outcomes of a measure of B and of NV ?
Let us consider an ensemble of qubits, all prepared in the state |0).
We first measure B on these qubits. After that we measure N.

@ Determine the outcomes of the measures of B and N and their

probabilities.

"These can be, for example, two electronic levels in an atom, or the two
possible value of the spin of an electron (see below).
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Examples and exercises Qubits and measure

Qubits and measure

A qubit is described by two discrete states denoted by’ |0) and |1).
We consider the two observables B and N described by the operators

B=1)(1] and N =[1)(0| +]0)(1], (11.18)

@ Verify that these operators are hermitian.
@ What are the possible outcomes of a measure of B and of NV ?
Let us consider an ensemble of qubits, all prepared in the state |0).
We first measure B on these qubits. After that we measure N.
@ Determine the outcomes of the measures of B and N and their
probabilities.
@ Starting again with the ensemble prepared in |0), invert the order of

___ the measures of N and B and determine outcomes and probabilities.
"These can be, for example, two electronic levels in an atom, or the two
possible value of the spin of an electron (see below).
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Examples and exercises Qubits and measure

Proof of hermiticity:
One way to show that the operators are Hermitian is to write them in
matrix form (they are obviously 2 x 2 matrices):

B:(S?) N:(?é). (11.19):

One can readily verify that the matrices are symmetric and real and, thus,
hermitian.
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Examples and exercises Qubits and measure

Proof of hermiticity:
One way to show that the operators are Hermitian is to write them in
matrix form (they are obviously 2 x 2 matrices):

B:<8(1)> N:(?é). (11.19)

One can readily verify that the matrices are symmetric and real and, thus,
hermitian.

The other way is to use the rule . For Biit is straightforward, for N:

NT = (J1)(0] +10)(1))T = (0)(1] + |1)(0]) = N
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Examples and exercises Qubits and measure

Possible outcomes
The possible outcomes are given by the eigenvalues of the operators:
B has eigenvalues (and thus possible outcomes) B = 0 and B =1 (it is
the observable telling in which qubit the particle is). The eigenvectors are
easily shown to be |0) and |1).
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Examples and exercises Qubits and measure

Possible outcomes
The possible outcomes are given by the eigenvalues of the operators:
B has eigenvalues (and thus possible outcomes) B = 0 and B =1 (it is
the observable telling in which qubit the particle is). The eigenvectors are
easily shown to be |0) and |1).
For N one can directly compute the eigenvalues from the matrix
with the known methods.
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Examples and exercises Qubits and measure

Possible outcomes
The possible outcomes are given by the eigenvalues of the operators:
B has eigenvalues (and thus possible outcomes) B = 0 and B =1 (it is
the observable telling in which qubit the particle is). The eigenvectors are
easily shown to be |0) and |1).
For N one can directly compute the eigenvalues from the matrix
with the known methods.
However, for such a simple operator, it may be easier to solve the
eigenvalue equation directly:

N(al0) +b[1)) = (al1) +]0)) = N(al0) +b|1))

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 199 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+bnmatrix

Examples and exercises Qubits and measure

Possible outcomes
The possible outcomes are given by the eigenvalues of the operators:
B has eigenvalues (and thus possible outcomes) B = 0 and B =1 (it is
the observable telling in which qubit the particle is). The eigenvectors are
easily shown to be |0) and |1).
For N one can directly compute the eigenvalues from the matrix
with the known methods.
However, for such a simple operator, it may be easier to solve the
eigenvalue equation directly:

N(al0) +b]1)) = (al1) +b]0)) = N(al0) +b|1))
By equating the coefficients of the two basis vectors we have

a=Nb b=Na=>N?’=1=N=4=1. (11.20)
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Examples and exercises Qubits and measure

For the second part of the problem it is useful to evaluate the eigenvectors,
which we denote as |V = —1) and |[N = +1) with obvious notation.
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Examples and exercises Qubits and measure

For the second part of the problem it is useful to evaluate the eigenvectors,
which we denote as |V = —1) and |[N = +1) with obvious notation.
From ,we havea= —bfor N=—-1anda=05bfor N =1. We can

choose the overall constant so that the vectors are normalized:

(\O) +11))  (11.21)

%\

1
IN=-1)= E(I@ -0 IN=+1)=

SS2017 200 / 243
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Examples and exercises Qubits and measure

Measure of (1) B and (2) N
Since the starting state |0) is already an eigenstate of B, the expansion
has only one term, and tells us that the measure will give
B = 0 with probability W (B =0) = 1.
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Examples and exercises Qubits and measure

Measure of (1) B and (2) N
Since the starting state |0) is already an eigenstate of B, the expansion
has only one term, and tells us that the measure will give
B = 0 with probability W (B =0) = 1.
After the measure, the state collapses into the corresponding eigenstate
|0), so it is unchanged.
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Examples and exercises Qubits and measure

Measure of (1) B and (2) N

Since the starting state |0) is already an eigenstate of B, the expansion

has only one term, and tells us that the measure will give
B = 0 with probability W (B =0) = 1.
After the measure, the state collapses into the corresponding eigenstate
|0), so it is unchanged.
To measure N we have to expand |0) into eigenstates of the
operator:

|0) = (IN=-1)+|N =+1)) (11.22)

Sl
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Examples and exercises Qubits and measure

Measure of (1) B and (2) N
Since the starting state |0) is already an eigenstate of B, the expansion
has only one term, and tells us that the measure will give
B = 0 with probability W (B =0) = 1.
After the measure, the state collapses into the corresponding eigenstate
|0), so it is unchanged.

To measure N we have to expand |0) into eigenstates of the
operator:
1

0) =—(N=-1)+|N=+1 11.22

0) ﬂ(l )+ | ) (11.22)
From , we thus have

1 1
W(N=-1)= 3 W(N =+1) = 3 (11.23)
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Examples and exercises Qubits and measure

Measure of (1) N and (2) B
We now start from the ensemble of |0) and measure N. This is the same
situation as in the last measure of the previous case, since we had the
same starting state.
This measure, thus, give the probabilities
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Measure of (1) N and (2) B
We now start from the ensemble of |0) and measure N. This is the same
situation as in the last measure of the previous case, since we had the
same starting state.
This measure, thus, give the probabilities
The important point is that now, after the measure, the state will collapse
into one of the eigenstates , depending upon the outcome.
Since we have an ensemble (many) such particles, will tell us that
half of them will collapse to |V = —1) and half to [N = +1).
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Measure of (1) N and (2) B
We now start from the ensemble of |0) and measure N. This is the same
situation as in the last measure of the previous case, since we had the
same starting state.
This measure, thus, give the probabilities
The important point is that now, after the measure, the state will collapse
into one of the eigenstates , depending upon the outcome.
Since we have an ensemble (many) such particles, will tell us that
half of them will collapse to |V = —1) and half to [N = +1).
We now measure B, in each one of these states.
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Measure of (1) N and (2) B

We now start from the ensemble of |0) and measure N. This is the same
situation as in the last measure of the previous case, since we had the
same starting state.
This measure, thus, give the probabilities
The important point is that now, after the measure, the state will collapse
into one of the eigenstates , depending upon the outcome.
Since we have an ensemble (many) such particles, will tell us that
half of them will collapse to |V = —1) and half to [N = +1).
We now measure B, in each one of these states.

is already the expansion of these states in eigenvalues of B. We
thus have that for the particles in [N = —1).

WB=0=5 W(B=1)=; (11.24)
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Examples and exercises Qubits and measure

Measure of (1) N and (2) B

We now start from the ensemble of |0) and measure N. This is the same
situation as in the last measure of the previous case, since we had the
same starting state.
This measure, thus, give the probabilities
The important point is that now, after the measure, the state will collapse
into one of the eigenstates , depending upon the outcome.
Since we have an ensemble (many) such particles, will tell us that
half of them will collapse to |V = —1) and half to [N = +1).
We now measure B, in each one of these states.

is already the expansion of these states in eigenvalues of B. We
thus have that for the particles in [N = —1).

WB=0=5 W(B=1)=; (11.24)

The same result holds for the particles in [N = +1) so that
describes the global outcome of the second measure.
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Examples and exercises

Schematic diagram of the processes

for the last measure sequence

Qubits and measure
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Schematic diagram of the processes

for the last measure sequence
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Schematic diagram of the processes

for the last measure sequence
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Examples and exercises Qubits and measure

Schematic diagram of the processes

for the last measure sequence
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Examples and exercises Qubits and measure

Schematic diagram of the processes

for the last measure sequence
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Examples and exercises Qubits and measure

Discussion
This result shows (again) some important issues of quantum mechanics
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Discussion
This result shows (again) some important issues of quantum mechanics

@ Measuring an observable changes the state of a quantum system (no
matter how one tries to be , delicate”: the above results are intrinsic).
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Discussion
This result shows (again) some important issues of quantum mechanics

@ Measuring an observable changes the state of a quantum system (no
matter how one tries to be , delicate”: the above results are intrinsic).

@ When measuring different observables the possible outcomes depend,
in general, upon the order of the measure.
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Examples and exercises Qubits and measure

Discussion
This result shows (again) some important issues of quantum mechanics

@ Measuring an observable changes the state of a quantum system (no
matter how one tries to be , delicate”: the above results are intrinsic).

@ When measuring different observables the possible outcomes depend,
in general, upon the order of the measure.

@ The example above applies, for example, to the (z-component of the)
spin s, (internal angular momentum) of an electron which can admit
only two values s, = +2, corresponding to the two states |0) and |1).
The observables B and N are then related to the z-component
(3, = (B — 1)) and the z-component (5, = gN) of the spin.
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Examples and exercises Qubits and time evolution

Qubits and time evolution

Consider the example on qubits above, take A = 1.

At t = 0 a qubit is prepared in the state [(t = 0)) = |0).

The Hamiltonian of the system describes a particles hopping from one site
to the other and is given by (see )

H=aN (11.25)
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Examples and exercises Qubits and time evolution

Qubits and time evolution

Consider the example on qubits above, take A = 1.

At t = 0 a qubit is prepared in the state [(t = 0)) = |0).

The Hamiltonian of the system describes a particles hopping from one site
to the other and is given by (see )

H=aN (11.25)

@ Determine the qubit state [¢)(t)) at time ¢
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Examples and exercises Qubits and time evolution

Qubits and time evolution

Consider the example on qubits above, take A = 1.

At t = 0 a qubit is prepared in the state [(t = 0)) = |0).

The Hamiltonian of the system describes a particles hopping from one site
to the other and is given by (see )

H=aN (11.25)

@ Determine the qubit state [¢)(t)) at time ¢
@ Determine the probability P(N = +1) to obtain N = +1 when
measuring N at time .
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Qubits and time evolution

Consider the example on qubits above, take A = 1.

At t = 0 a qubit is prepared in the state [(t = 0)) = |0).

The Hamiltonian of the system describes a particles hopping from one site
to the other and is given by (see )

H=aN (11.25)

@ Determine the qubit state [¢)(t)) at time ¢

@ Determine the probability P(N = +1) to obtain N = +1 when
measuring N at time .

@ Determine the expectation value < N > and the square of the
standard deviation < (AN)? > versus ¢.
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Examples and exercises Qubits and time evolution

Qubits and time evolution

Consider the example on qubits above, take A = 1.

At t = 0 a qubit is prepared in the state [(t = 0)) = |0).

The Hamiltonian of the system describes a particles hopping from one site
to the other and is given by (see )

H=aN (11.25)

@ Determine the qubit state [¢)(t)) at time ¢

@ Determine the probability P(N = +1) to obtain N = +1 when
measuring N at time .

@ Determine the expectation value < N > and the square of the
standard deviation < (AN)? > versus ¢.

@ Suppose one instead measures B at time t. Determine P(B = 0), as
well as < B > and < (AB)? > versus t.

205 / 243
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Examples and exercises Qubits and time evolution

Solution
According to , we must expand the initial state in eigenstates of the
Hamiltonian. We have already done this in . From , the time
evolution is given by (7 = 1)
[o(#) = <\N = —1)e' +|N = +1)e”) (11.26)

%\
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Examples and exercises Qubits and time evolution

Solution

According to , we must expand the initial state in eigenstates of the
Hamiltonian. We have already done this in . From , the time
evolution is given by (7 = 1)

1 . ,

[Y(t)) = —=(IN = —1)e"® + |N = +1)e7**) (11.26)

V2

From , and since the state is normalized, we have

P(N = +1) :%

independently of .
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Examples and exercises Qubits and time evolution

Since, obviously, P(N = —1) =1 — P(N = +1), we have, again
independent of t:

<N>=1PN=+1)+(-1)P(N=-1)=0
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Examples and exercises Qubits and time evolution

Since, obviously, P(N = —1) =1 — P(N = +1), we have, again
independent of t:

<N>=1PN=+1)+(-1)P(N=-1)=0

To evaluate < (AN)? >, we need < N2 > (see ).
There are several ways to do that. One is to first evaluate the operator

N? = (|1)(0] + [0)(1])(11){0] + [0)(1]) =
[1){O[11)40] + [1)(0[[0){1] + [0){1|1)(O] + [0){L[[0) (1] =
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Since, obviously, P(N = —1) =1 — P(N = +1), we have, again
independent of t:

<N>=1PN=+1)+(-1)P(N=-1)=0

To evaluate < (AN)? >, we need < N2 > (see ).
There are several ways to do that. One is to first evaluate the operator

N? = (|1)(0] + [0)(L)(11)(0] + [0)(L]) =
1) $ONIL).0] +12) {0110) (1] + 10) {L]I1) (0] + |0) {1[[0)(1] =
Ry hy Ry Ry
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Examples and exercises Qubits and time evolution

Since, obviously, P(N = —1) =1 — P(N = +1), we have, again
independent of t:

<N>=1PN=+1)+(-1)P(N=-1)=0

To evaluate < (AN)? >, we need < N2 > (see ).
There are several ways to do that. One is to first evaluate the operator

N? = (J1){0] + [0){L])(2)(0] +|0)(1]) =
1) {0111) (0] + [1) {0]]0) (1] 4 10) {1]|1){0[ + 10) {1]|0) (1| =
1){L] +[0)¢0] = 1

i. e. the identity.
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Examples and exercises Qubits and time evolution

Since, obviously, P(N = —1) =1 — P(N = +1), we have, again
independent of t:

<N>=1PN=+1)+(-1)P(N=-1)=0

To evaluate < (AN)? >, we need < N2 > (see ).
There are several ways to do that. One is to first evaluate the operator

N? = (J1){0] + [0){L])(2)(0] +|0)(1]) =
1) {0111) (0] + [1) {0]]0) (1] 4 10) {1]|1){0[ + 10) {1]|0) (1| =
1){L] +[0)¢0] = 1

i. e. the identity.
Therefore < N2 >= 1, and we have (see ):

< (AN)? >=<N?> - <N >2=1 (11.27)
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Examples and exercises Qubits and time evolution

Measure of B
For B the situation is more complicated, because we have to expand
back into eigenstates of B.
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Examples and exercises Qubits and time evolution

Measure of B
For B the situation is more complicated, because we have to expand
back into eigenstates of B.
For this we simply use the expressions , collect the coefficients of
the basis vectors, and obtain:

[9(0) = (e + 7o) + 2 (e — 1) (11.28)
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Examples and exercises Qubits and time evolution

Measure of B
For B the situation is more complicated, because we have to expand
back into eigenstates of B.
For this we simply use the expressions , collect the coefficients of
the basis vectors, and obtain:

1 . . 1 . )
[¥(2)) = 5(6““ +e7) [0) + 5(6_““ — 1) (11.28)
—_— —_——
cosat —isinat
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Examples and exercises Qubits and time evolution

Measure of B
For B the situation is more complicated, because we have to expand

back into eigenstates of B.
For this we simply use the expressions , collect the coefficients of

the basis vectors, and obtain:

1 . . 1 . )
[¥(2)) = 5(6““ +e7) [0) + 5(6_““ — 1) (11.28)
—_— —_——
cosat —isinat

We thus have

P(B =0) = (cosat)? P(B =1) = (sinat)?

And thus

SS2017 208 /243
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Examples and exercises Qubits and time evolution

We determine < B? > in a different way, namely by observing that
eigenstates of B are also eigenstates of B2 (this actually holds for any
observable), and, in this case B% = B, so that < B? >=< B >, and
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Examples and exercises Qubits and time evolution

We determine < B? > in a different way, namely by observing that
eigenstates of B are also eigenstates of B2 (this actually holds for any
observable), and, in this case B% = B, so that < B? >=< B >, and

< (AB)? >=< B? > — < B >%= (sinat)}(1—(sinat)?) = (sin at)?(cos at)’
(11.29)
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Examples and exercises ~ Free-particle evolution

Free-particle evolution

The wave function of a free particle (V' =0) at ¢t = 0 is given by
Yot = 0) = 72

determine the wave function ¢ (x,t) at time ¢.

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 210 / 243


ex:freet

Examples and exercises ~ Free-particle evolution

Solution

According to we have to expand |¢) in eigenstate of the

o - 2 .
Hamitonian H = 2";. These are also eigenstates of the momentum p, and

. . [
are given in

et kx
The expansion is given by (cf. )
) = [ Rl (11.30)
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Examples and exercises ~ Free-particle evolution

Solution
According to ) we have to expand |¢) in eigenstate of the
Hamitonian H = . These are also eigenstates of the momentum p, and
are given in

ez’ k x

z) = .

The expansion is given by (cf. )
) = [ Rl (11.30)

with

—ikx _ —% a
(k| = 7 / Y(z) de =e 2 /\/a (11.31)
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Examples and exercises ~ Free-particle evolution

Following , the time evolution of is given by
(o) = [ (Eo)ePRmE) di

where the energy of the state |k) is

21.2
B, =K
2m
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Examples and exercises ~ Free-particle evolution

Following , the time evolution of is given by
(o) = [ (Eo)ePRmE) di

where the energy of the state |k) is

21.2
B, =K
2m

The wave function in real space is obtained by multiplying from the left
with (z|:

wmwzmwmz/MWf%meﬂ

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 212 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+psiant
+PREDEL+xpdf-popup.sh+qm-eqoptmp+ketpsi

Examples and exercises ~ Free-particle evolution

Following , the time evolution of is given by
(o) = [ (Eo)ePRmE) di

where the energy of the state |k) is

21.2
B, =K
2m

The wave function in real space is obtained by multiplying from the left
with (z|:

wmwzmwmz/MWf%meﬂ

Inserting and again , We obtain

TZJ(JI,t) :\/e\/il e—iﬁth/(2m) 1 e—ikx dk

a 2
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Examples and exercises ~ Free-particle evolution

Substituting £ = \/aq, and introducing the variable

TE@
m

we have

1 o (1+iT) .
z,t) = —— [ e ¢ 3 —igvar g
vz t) \/ﬁ/ 1
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Examples and exercises ~ Free-particle evolution

Substituting £ = \/aq, and introducing the variable

hat
m

1 (1+zT)
r,t)= — [ e~ —igVaz g
Wt = o= [ e g

The complicated integral gives finally

T

we have

2

azx

e 2(0+iT)
V1+:dT

The main effect is a broadening of the Gaussian function with time

1/}(‘7770 =

11+ 47|
a

Ax?
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Intr. Theor. Phys.: Quantum mechanics

SS2017 213 /243



Examples and exercises Momentum representation of &

Momentum representation of &

Instead of the usual real-space representation,

) = / Py de  Ple) = (b (11.32)

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 214 / 243


ex:momrep

Examples and exercises Momentum representation of &

Momentum representation of &

Instead of the usual real-space representation,

) = / Py de  Ple) = (b (11.32)

a state vector can be written in the momentum representation (see
), i. e. expanded in eigenstates of momentum.

) = / DR dk (k) = (klw) - (1133)
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Examples and exercises Momentum representation of &

Momentum representation of &

Instead of the usual real-space representation,

) = / Py de  Ple) = (b (11.32)

a state vector can be written in the momentum representation (see
), i. e. expanded in eigenstates of momentum.

) = / DR dk (k) = (klw) - (1133)

In the real-space representation, we have learned that the action of the
operators & and p correspond to the application of the operators x and
—id/dx on the wave function 1(z) (we use i = 1), respectively.
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Examples and exercises Momentum representation of &

Show that in the momentum representation,

po(k) — ki(k) (11.34):
and i i '
zY(k) — i%@b(ls) (11.35):
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Examples and exercises Momentum representation of &

Show that in the momentum representation,

(k) — kv(k) (11.34)
and i i
zY(k) — i%@b(k:) (11.35)

To help you do that, let us remind, how the corresponding results in the
real-space representation are obtained:
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Examples and exercises Momentum representation of &

Show that in the momentum representation,

(k) — kv(k) (11.34)
and i i
zY(k) — i%@b(k:) (11.35)

To help you do that, let us remind, how the corresponding results in the
real-space representation are obtained:
We start from

P(x) = (zl)
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Examples and exercises Momentum representation of &

Show that in the momentum representation,

(k) — kv(k) (11.34)
and i i
zY(k) — i%@b(k:) (11.35)

To help you do that, let us remind, how the corresponding results in the
real-space representation are obtained:
We start from

P(x) = (zl)

now we compute the wavefunction of the vector Z|¢):

(z]E) = (Ez|) = 2(z[y) = 2y (z)
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Examples and exercises Momentum representation of &

The action of p is somewhat more complicated:
We compute the wavefunction of the vector p|i)). To obtain this we insert

the identity
JAGIERE
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The action of p is somewhat more complicated:
We compute the wavefunction of the vector p|i)). To obtain this we insert

the identity
/ ) (B dk

(alpy) = /<§;\12;></2|ﬁ¢> dk =
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Examples and exercises Momentum representation of &

The action of p is somewhat more complicated:
We compute the wavefunction of the vector p|i)). To obtain this we insert

the identity
JAGIERE

(wlpw) = [

W e _ . ik, —
/Eek (PRI) dk_/kmek (k) dk =

[ —
>
oy
~
—
E
=3
<
~
QQ
5
Il
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Examples and exercises Momentum representation of &

The action of p is somewhat more complicated:
We compute the wavefunction of the vector p|i)). To obtain this we insert

the identity
JAGIERE

(alpy) = /<§;\12;></2|ﬁ¢> dk =

1 ikx | AT. _ iieikiUN —
/Fe (Pr) dk—/k\/_w J(k) dk

ikz,] __<i
di/r J(k) dk = —i+ (z)

where (k) is the Fourier transform of ¢(x), see
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Examples and exercises Momentum representation of &

The action of p is somewhat more complicated:
We compute the wavefunction of the vector p|i)). To obtain this we insert

the identity
/ ) (R dk

(alpy) = /<5;\12;></2|ﬁ¢> dk =

1 ikx ikx 7. .
/\/2_ (BRl) dk—/k— B(k) dk =

ikz,] __<i
di/r J(k) dk = —i+ (z)

where (k) is the Fourier transform of ¢(x), see
Use a similar procedure to prove and
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Examples and exercises Momentum representation of &

Solution:
Start from

(k) = (klv)
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Examples and exercises Momentum representation of &

Solution:
Start from

b(k) = (kly)
now compute the wavefunction in the momentum representation of the
vector plv): ) ) ) :
(klp) = (Dklv) = k(k[y) = kip(k)

This proves the first result
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Compute the wavefunction in the momentum representation of the vector
Z|1). To obtain this, insert the identity

/|x>(az| dx
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Compute the wavefunction in the momentum representation of the vector
Z|1). To obtain this, insert the identity

/|x>(az| dx

(Rl) = / (hler) (e |p) dr =
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Compute the wavefunction in the momentum representation of the vector
Z|1). To obtain this, insert the identity

/|x>(az| dx
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Examples and exercises Momentum representation of &

Compute the wavefunction in the momentum representation of the vector
Z|1). To obtain this, insert the identity

/|x>(x| dx

(Rl) = / (hler) (e |p) dr =

/x</2\x><x|¢> dz = /J:\/12_7Te_ikx1/1(x) dr =

. d 1 d

—zkr _ o
iz | = () do = i 00

which proves the second result
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Ground state of the hydrogen atom

The Hamiltonian for the hydrogen atom is given by

. V2 :
H=— 11.36);
o + V(r) (11.36)

Vi) = -2 __& (11.37)’
=Ty “= 4meg 7
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Ground state of the hydrogen atom

The Hamiltonian for the hydrogen atom is given by

. V2

Bl == 11.
T + V(r) (11.36)
Viry=-2 a= s (11.37)

o  drwe '

Remember that in polar coordinates
1 92 1 0? 2 0 1
VW =" 04+ -V U=—"—_U4+- 204+ V2 ¥, 6 (11.38

rore +r2v9’¢ 9 r? +r8r +r2v0’¢  ( )
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Examples and exercises = Ground state of the hydrogen atom

Ground state of the hydrogen atom

The Hamiltonian for the hydrogen atom is given by

2 h2v?
H=— 11.
o + V(r) (11.36)
Viry=-2 a= s (11.37)
o  drwe '
Remember that in polar coordinates
1 82 9 2 0 1
2 2

Look for a spherical symmetric solution of the form

Y(r)=e " (11.39)
Find g and the corresponding eigenvalue
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Examples and exercises = Ground state of the hydrogen atom

solution

Hip(r) = — 251 (rg"(r) + 29/ (r)) — S9(r) =
—e (h—(qQ—T %) L Be

2m
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Examples and exercises = Ground state of the hydrogen atom

solution

Hy(r) = — 21 (g (r) + 20/ (7)) — 24(r) =
e (h_(q2 _ 2y 4 %) L Be-o

2m

In order to cancel the terms, we need to set

(11.40)
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Examples and exercises = Ground state of the hydrogen atom

solution

Hep(r) = — 221 (rgp () + 29/ (r)) — 29p(r) =

)
_e_q"’ (%(q2 = %) + %) ; Ee_qr

In order to cancel the % terms, we need to set

am
=5 (11.40)

which gives the energy
B —Bpy=—1g2— % (11.41)
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Examples and exercises = Ground state of the hydrogen atom

solution

Hep(r) = — 221 (rgp () + 29/ (r)) — 29p(r) =

)
_e_q"’ (%(q2 = %) + %) ; Ee_qr

In order to cancel the % terms, we need to set

am
=5 (11.40)

which gives the energy
B —Bpy=—1g2— % (11.41)

Here, the characteristic decay length ag = ¢! is the Bohr radius, and

Egry =~ 13.6 eV is the Rydberg energy, i. e. the ionisation energy of the
hydrogen atom.
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

Excited isotropic states of the hydrogen atom

Using the same Hamiltonian as in the previous example
Look for solutions of the form

W(r) = p(r) e™9" (11.42):

With p(r) a polynomial in 7, and ¢ > 0.
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

To do this follow these steps:
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

To do this follow these steps:

@ For given ¢, fix the value of the energy E that solves the Schrodinger
equation in the large-r limit.
(Hint: in the Schrodinger equation keep just leading terms for large .
Remember that if p is a polynomial in r, then p’'/p = O(1/r).
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To do this follow these steps:

@ For given ¢, fix the value of the energy E that solves the Schrodinger
equation in the large-r limit.
(Hint: in the Schrodinger equation keep just leading terms for large .
Remember that if p is a polynomial in r, then p’'/p = O(1/r).

@ Write an equation for the coefficients A,, of the polynomial.
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

To do this follow these steps:

@ For given ¢, fix the value of the energy E that solves the Schrodinger
equation in the large-r limit.
(Hint: in the Schrodinger equation keep just leading terms for large .
Remember that if p is a polynomial in r, then p’'/p = O(1/r).

@ Write an equation for the coefficients A,, of the polynomial.

@ Find the set of values of ¢ for which p(r) is really a polynomial. i. e.
for which the coefficients A,, vanish for n larger than some ny.
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To do this follow these steps:

@ For given ¢, fix the value of the energy E that solves the Schrodinger
equation in the large-r limit.
(Hint: in the Schrodinger equation keep just leading terms for large .
Remember that if p is a polynomial in r, then p’'/p = O(1/r).

@ Write an equation for the coefficients A,, of the polynomial.

@ Find the set of values of ¢ for which p(r) is really a polynomial. i. e.
for which the coefficients A,, vanish for n larger than some ny.

@ Find the corresponding values of the energies.

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 222 / 243



Examples and exercises ~ Excited isotropic states of the hydrogen atom

To do this follow these steps:

@ For given ¢, fix the value of the energy E that solves the Schrodinger
equation in the large-r limit.
(Hint: in the Schrodinger equation keep just leading terms for large .
Remember that if p is a polynomial in r, then p’'/p = O(1/r).

@ Write an equation for the coefficients A,, of the polynomial.

@ Find the set of values of ¢ for which p(r) is really a polynomial. i. e.
for which the coefficients A,, vanish for n larger than some ny.

@ Find the corresponding values of the energies.

@ What happens when ¢ does not belong to this set: what can one say
about the large-r behavior of ¢ (r) in this case?
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

Solution
The Schrédinger equation with and gives (h = 1).

~2mBY(r) = 4(r) + 24/ (r) + T (r) = ~2mBY(r)
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

Solution
The Schrédinger equation with and gives (h = 1).

~2mBY(r) = 4(r) + 24/ (r) + T (r) = ~2mBY(r)

Using

(®"(r) — 240’ (r) + ¢°p(r)) e + %(p’(?”) —qp(r))e” " +

2
ﬂp(r)e_qr +2mEp(r)e” " =0 (11.43)
r
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

Solution
The Schrédinger equation with and gives (h = 1).

~2mBY(r) = 4(r) + 24/ (r) + T (r) = ~2mBY(r)

Using
(®"(r) — 240’ (r) + ¢°p(r)) e + %(p’(?”) —qp(r))e” " +
2mao

—>p(r)e " +2mEp(r)e " =0 (11.43)
r

The leading terms for large r are the ones with no derivatives of p(r) and
no r in the denominator:

(q2p(r) + 2mEp(r))e 1" X0 (11.44)
which gives
¢ 11.45
EF=—— .
5 ( )
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

This is the same as in the previous example, however, we have to
fix q.
To this end we expand p(r) explicitly

N
p(r) = Z Apr"
n=0
and insert it into along with the value of E above:

N
e 1" Z Ay [n(n— Dr"=2 — 2gnr™ ! 4 2nr" 72 — 2grn T 4 Qmar“_l] =0
n=0
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

This is the same as in the previous example, however, we have to
fix q.
To this end we expand p(r) explicitly

N
p(r) = Z Apr"
n=0
and insert it into along with the value of E above:
N
e 1" Z Ay [n(n— Dr"=2 — 2gnr™ ! 4 2nr" 72 — 2grn T 4 Qmarn_l] =0
n=0

Collecting terms with the same power of r, we get

N
Z " [Apt2 (n+2)(n+1)+2(n+2)) —24p+1 (g(n + 1) + ¢ — ma)] =C
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

Which gives the following recursion equation for the coefficients

qg(n+2) —ma

Apio =241 7— 20—
= s (n+2)(n+3)
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

Which gives the following recursion equation for the coefficients

qg(n+2) —ma

Apio =24, 14— 2 ——
= s (n+2)(n+3)

In order for p(r) to be a polynomial, the left-hand side must vanish at
some finite, integer n. This gives

n=n+2

mao
q=04n = —
n

225 / 243
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

Which gives the following recursion equation for the coefficients

qg(n+2) —ma

Apio =24, 14— 2 ——
= s (n+2)(n+3)

In order for p(r) to be a polynomial, the left-hand side must vanish at
some finite, integer n. This gives

mao _
¢=qn=— n=n+2
n
In principle n = 0,1,2,---, but, in fact, one can check that also n = —1

gives a solution (which corresponds to the one of the previous example
. Therefore, n =1,2,3,---.
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

The (binding) energies , are given by
E:_i:—ERy_i n=123,- -, (11.46)
2 n?
where Eg, is given below . The behavior % is characteristics of the

binding energies of the Hydrogen atom.

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 226 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+eqm
+PREDEL+xpdf-popup.sh+qm-eqoptmp+eq

Examples and exercises ~ Excited isotropic states of the hydrogen atom

For ¢ different from any g, we have

A 2 2q)"
Apy1 n n!
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

For ¢ different from any g, we have

A 9 n—oo 2 2q)"
Lni2 e 24 A, =~ const. %
An+1 n n:
therefore
p(r)e”? ~ const. €2?"e~ 9" ~ const. 7"
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Examples and exercises ~ Excited isotropic states of the hydrogen atom

For ¢ different from any g, we have

A 9 n—oo 2 2q)™
'I‘L_—I— ~ _q AT’L X const. &
An+1 n n!
therefore
p(r)e”? ~ const. €2?"e~ 9" ~ const. 7"

i. e., the wave function diverges exponentially at » — oo. This, by the
way, corresponds to negative ¢ solution of the asymptotic equation
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Examples and exercises ~ Tight-binding model

Tight-binding model

This is a very simple model for the dynamic of an electron in a solid.

We consider a circular chain consisting of L lattice points (L even) labeled
by n =0,L — 1. In each lattice point there is a single , orbital“. A particle
on this orbital is described by the vector |n).
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Examples and exercises ~ Tight-binding model

Tight-binding model

This is a very simple model for the dynamic of an electron in a solid.

We consider a circular chain consisting of L lattice points (L even) labeled
by n =0,L — 1. In each lattice point there is a single , orbital“. A particle
on this orbital is described by the vector |n).

Orbitals belonging to different sites are orthogonal:

(nlm) = On,m
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Examples and exercises ~ Tight-binding model

The Hamiltonian of the system is given by

L—1
H=V Y (In)(n+1|+n+1)(n|) (11.47)

n=0

with the real hopping parameter V' > 0.
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Examples and exercises ~ Tight-binding model

The Hamiltonian of the system is given by

L—1
H=V ) (In)n+1]+|n+1)n|) (11.47)

n=0

with the real hopping parameter V' > 0.
We consider periodic boundary conditions, i. e., we always identify

n+ L) = |n) . (11.48)

We want to find eigenvalues and eigenvectors of H.
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Examples and exercises ~ Tight-binding model

Proceed as follows:

@ Due to the periodicity , indices can be always translated within
a sum over lattice sites, i. e.

L-1 L—-1 '
2 f) =2 fln+m) (11.49):
n=0 n=0
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Examples and exercises ~ Tight-binding model

Proceed as follows:

@ Due to the periodicity , indices can be always translated within
a sum over lattice sites, i. e.

L-—1 L-1
D fn)=> fn+m) (11.49)
n=0 n=0

@ Show that the Hamiltonian is hermitian
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Examples and exercises ~ Tight-binding model

Proceed as follows:

@ Due to the periodicity , indices can be always translated within
a sum over lattice sites, i. e.

L-—1 L-1
D fn)=> fn+m) (11.49)
n=0 n=0

@ Show that the Hamiltonian is hermitian

@ Consider the translation operator T(m) with the property (remember

)

T(m)|n) = |n + m) (11.50)

Show that
H=V(T(1)+T(-1)) (11.51)
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Examples and exercises ~ Tight-binding model

@ consider the states L
(k) =Y ™) (11.52):
n=0

Determine the allowed values of k£ for which holds, and that
gives different states |£(k)).
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Examples and exercises ~ Tight-binding model

@ consider the states

L—1
6(k) = ¥ n) (11.52)
n=0

Determine the allowed values of k£ for which holds, and that
gives different states [£(k)).

@ Show that |¢(k)) are eigenvectors of the 7'(m). Determine their
eigenvalues.
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Examples and exercises ~ Tight-binding model

@ consider the states L
£(k)) = €*|n) (11.52)
n=0

Determine the allowed values of k£ for which holds, and that
gives different states [£(k)).

@ Show that |¢(k)) are eigenvectors of the 7'(m). Determine their
eigenvalues.

o As a consequence, |£(k)) are eigenvectors of H, determine the
eigenvalues.
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Examples and exercises ~ Tight-binding model

@ consider the states L
£(k)) = €*|n) (11.52)
n=0

Determine the allowed values of k£ for which holds, and that
gives different states [£(k)).

@ Show that |¢(k)) are eigenvectors of the 7'(m). Determine their
eigenvalues.

o As a consequence, |£(k)) are eigenvectors of H, determine the
eigenvalues.

@ Find the ground state (state with lowest energy) and its energy.
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Examples and exercises ~ Tight-binding model

@ consider the states L
£(k)) = €*|n) (11.52)
n=0

Determine the allowed values of k£ for which holds, and that
gives different states [£(k)).

@ Show that |¢(k)) are eigenvectors of the 7'(m). Determine their
eigenvalues.

o As a consequence, |£(k)) are eigenvectors of H, determine the
eigenvalues.

@ Find the ground state (state with lowest energy) and its energy.

o If the particle is prepared in the ground state, find the probability to
find it in |0).
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Examples and exercises ~ Tight-binding model

Solution:
Hermiticity:
L—1
H =v* > (n+1)n|+n)n+1)) =H
n=0
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Examples and exercises ~ Tight-binding model

Solution:
Hermiticity:
=1
AY =V 3 (In+ Dinl +n)n + 1) = A
n=0
Due to , T'(m) is given by
X =1
T(m)=>_|n+m)n|, (11.53)
n=0

as it is easy to show by applying it to an arbitrary |n’).
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Examples and exercises ~ Tight-binding model

Solution:
Hermiticity:
L—1
HY =v* Y (In+1){n| +|n)(n+ 1)) = H
n=0
Due to , T'(m) is given by
L—1
T(m)=>_|n+m)n|, (11.53)
n=0
as it is easy to show by applying it to an arbitrary In').
Using , we can shift one of the terms of H by one, obtaining
L=
H=V Y (In—1){n|+|n+1){n|]) = V(T(-1) + T(1))
n=0
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Examples and exercises ~ Tight-binding model

In order for the |£(k)) to have the correct periodic boundary conditions we
must have (see ) @) = g

_ 2mj

F=T

j=0,1,---L—-1

J must be integer and can be taken between 0 and L — 1. For j = L we
have k = 27, which is equivalent to k = 0. We have, thus, L eigenvectors,
as many as the dimension of the space.
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Examples and exercises ~ Tight-binding model

In order for the |£(k)) to have the correct periodic boundary conditions we
must have (see ) @) = g

_ 2mj

F=T

j=0,1,---L—-1

J must be integer and can be taken between 0 and L — 1. For j = L we
have k = 27, which is equivalent to k = 0. We have, thus, L eigenvectors,
as many as the dimension of the space.

Applying T'(m) to |£(k)):

T(m)k)) =D ¥ n+m) =Y e*™|n) = e=*™¢(k))
n=0 n=0

which shows that |£(k)) is an eigenvector of T'(m) with eigenvalue e~
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Examples and exercises ~ Tight-binding model
Using , we have

HIE(R) = V(T(1) + T(-1)E(k)) = V(e ™ +e™)E(k)  (11.54)
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Examples and exercises ~ Tight-binding model

Using , we have
HIE(R) = V(T(1) + T(-1)E(k)) = V(e ™ +e™)E(k)  (11.54)
which shows that |¢(k)) is an eigenvector of H with eigenvalue

E(k) =V(e™® + &%) = 2V cos k (11.55)
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Examples and exercises ~ Tight-binding model

Using , we have
H|E(k)) = V(T (1) + T(-1))|(k)) = V(™™ +eM)|(k))  (11.54)

which shows that |¢(k)) is an eigenvector of H with eigenvalue
E(k)=V(e™® + &%) =2V cosk (11.55)

The minimum of the energy is given by k = 7, where E(m) = —2V.
The corresponding eigenstate is |£(7)).
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Examples and exercises ~ Tight-binding model
Using , we have

HIE(R) = V(T(1) + T(-1)E(k)) = V(e ™ +e™)E(k)  (11.54)
which shows that |¢(k)) is an eigenvector of H with eigenvalue
E(k)=V(e™® + &%) =2V cosk (11.55)

The minimum of the energy is given by k = 7, where E(m) = —2V.
The corresponding eigenstate is |£(7)).

Using with , we obtain that the probability P(0) to find the
particle in O is given by:

with

<€(ﬂ.)‘€(ﬂ.)> _ Ze—iwneiwm<n‘m> — I
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Examples and exercises ~ Tight-binding model
Using , we have

HIE(k) = V(TQ) + T(-1))|E(k)) = V(e ™ +eM)[E(R))  (11.54)
which shows that |¢(k)) is an eigenvector of H with eigenvalue
E(k) = V(e ®* + %) = 2V cos k (11.55)

The minimum of the energy is given by k = 7, where E(m) = —2V.
The corresponding eigenstate is |£(7)).

Using with , we obtain that the probability P(0) to find the
particle in O is given by:

with
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Examples and exercises ~ Tight-binding model
Using , we have

HIE(k) = V(TQ) + T(-1))|E(k)) = V(e ™ +eM)[E(R))  (11.54)
which shows that |¢(k)) is an eigenvector of H with eigenvalue
E(k) = V(e ®* + %) = 2V cos k (11.55)

The minimum of the energy is given by k = 7, where E(m) = —2V.
The corresponding eigenstate is |£(7)).

Using with , we obtain that the probability P(0) to find the
particle in O is given by:

1
PO) = e
with 4 4
<€(ﬂ.)‘€(ﬂ.)> _ Ze—mn iTm <n‘m> -
n,m 6n"’m

so that P(0) =1/L.

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 234 / 243


+PREDEL+xpdf-popup.sh+qm-eqoptmp+HT
+PREDEL+xpdf-popup.sh+qm-eqoptmp+wen
+PREDEL+xpdf-popup.sh+qm-eqoptmp+ketqq

Some details

Some details

E. Arrigoni (TU Graz) Intr. Theor. Phys.: Quantum mechanics SS 2017 235 / 243



Some details ~ Probability density

E. Arrigoni (TU G Intr. Theor. Phys.: Quantum mechanics SS 2017 236 / 243



Some details ~ Probability density

Probability density

In terms of the probability density P(z), the probability of finding =
between x; and x5 is given by
T2

W(z1 <z < z9) :/ P(z) dz .

1
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ex:probdens

Some details ~ Probability density

Probability density

In terms of the probability density P(z), the probability of finding =
between x; and x5 is given by

T2
W(z1 <z < z9) :/ P(z) dz .
T
If x9 = 21 + Az, with Az infinitesimal
W(x1 <x <z + Ax) = P(x1)Ax (12.1)

which defines P(x).
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Some details Probability density

Probability density

Three dimensional space

The extension to three dimensions is straightforward: In terms of the
probability density P(r), the probability of finding r in a volume V is given
by

W(V) = /V P(r) d*r
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Some details Probability density

Probability density

Three dimensional space

The extension to three dimensions is straightforward: In terms of the
probability density P(r), the probability of finding r in a volume V is given
by

W(V) = /V P(r) d*r
if V.= V(r,AV) is an infinitesimal volume of size AV around r:
W(V(r,AV)) = P(r) AV,
which defines P(r).
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Some details ~ Fourier representation of the Dirac delta

Fourier representation of the Dirac delta

We prove the relation

1 —ikx _ :
o | € dk = 6(x) (12.2):
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ex:fourierdelta

Some details ~ Fourier representation of the Dirac delta

Fourier representation of the Dirac delta

We prove the relation
o e~ dk = §(x) (12.2)
The é-distribution is defined by

/f d(x — x9) dz = f(x0) for any function f .
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Some details ~ Fourier representation of the Dirac delta

Fourier representation of the Dirac delta

We prove the relation
o e~ dk = §(x) (12.2)
The é-distribution is defined by
/f d(x — x9) dz = f(x0) for any function f .

It is, thus, sufficient to show that satisfies this property:

/f(a:) dx i/e_"(m_“’”‘))k dk .
2m
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Some details ~ Fourier representation of the Dirac delta

Fourier representation of the Dirac delta

We prove the relation
o e dk = §(x) (12.2)
The é-distribution is defined by
/f (x — o) dx = f(z0) for any function f .
It is, thus, sufficient to show that satisfies this property:

/f(a:) dx i/e_"(m_“’”‘))k dk .
2m

Permuting the order of the integrals

\/%/eixok dk\/%/f(x)e—mk dr =
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Some details ~ Fourier representation of the Dirac delta

Fourier representation of the Dirac delta

We prove the relation
o e~ dk = §(x) (12.2)
The §-distribution is defined by
/f d(x — xo) dx = f(xo) for any function f .
It is, thus, sufficient to show that satisfies this property:

1 .
- —i(x—x0)k
/f(m)dm 27T/e dk .

Permuting the order of the integrals

1
ixok dk / —zrk dr =
vV 2T / V2T f
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Some details ~ Fourier representation of the Dirac delta

Fourier representation of the Dirac delta

We prove the relation
o e~ dk = §(x) (12.2)
The §-distribution is defined by
/f d(x — xo) dx = f(xo) for any function f .
It is, thus, sufficient to show that satisfies this property:

1 .
- —i(x—x0)k
/f(m)dm 27T/e dk .

Permuting the order of the integrals

\/%_w/ iwok dkﬁ/f e~k dg = \/_/ ek £(k) dk = f(wo)
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Some details ~ Transition from discrete to continuum

Transition from discrete to continuum

Here, we want to give some further justification of the , rules” presented in
Sec. 9.4 for the transition to continuum.
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Some details ~ Transition from discrete to continuum

Transition from discrete to continuum

Here, we want to give some further justification of the , rules” presented in
Sec. 9.4 for the transition to continuum.

We make here the example of the real-space basis {|z)}, but it is easily
extended to any continuum basis. We start by discretizing the domain of
the possible values of x by a discretisation A that we will eventually let go

to zero, i. e. we write

Tp=n A n=0,%1,4+2,--- ,+o00. (12.3)
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Some details ~ Transition from discrete to continuum

Transition from discrete to continuum

Here, we want to give some further justification of the , rules” presented in
Sec. 9.4 for the transition to continuum.

We make here the example of the real-space basis {|z)}, but it is easily
extended to any continuum basis. We start by discretizing the domain of
the possible values of x by a discretisation A that we will eventually let go
to zero, i. e. we write

Tp=n A n=0,%1,4+2,--- ,+o00. (12.3)

We define corresponding discrete vectors |2,), which are
(ortho-)normalized as usual discrete vectors:

<~7_3n|3_7m> = 5n,m = On—m
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Some details ~ Transition from discrete to continuum

We now define new vectors, which differ just by a constant

Bl
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Some details ~ Transition from discrete to continuum

We now define new vectors, which differ just by a constant

1
For A — 0 these are ,,continuum* normalized , since:
1 A0
(n|m) = X On-m =" §(xn — ) - (12.4)

The last step being valid in the A — 0 limit (see
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Some details ~ Transition from discrete to continuum

We now define new vectors, which differ just by a constant

1
For A — 0 these are ,,continuum* normalized , since:
1 A0
(n|m) = X On-m =" §(xn — ) - (12.4)

The last step being valid in the A — 0 limit (see
We now consider the identity operator (see )

I= Y lan)(oal = 3 Aleabanl 2 [ lan)(onl dza  (125)

Again, the last step is valid in the continuum A — 0 limit (see
below).
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Some details ~ Transition from discrete to continuum

By inserting we can obtain, for example, the continuum expression
for the scalar product

(61F) = 3" (gln) Enlf) = / (le) el f) de,

n

where we have dropped the n indices, since the x are now continuous.
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Some details ~ Transition from discrete to continuum

Probability vs. probability density
We consider the expansion of a normalized state

W) =) (Znlth)|Zn)

n
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Some details ~ Transition from discrete to continuum

Probability vs. probability density
We consider the expansion of a normalized state

W) =) (Znlth)|Zn)

n

From , we know that the probability of obtaining x;,, from a measure
of Z is given by (the sate is normalized)

W (zn) = [(Zal9)|* = Alzal)? (12.6)

Looking at , we can identify, in the A — 0 limit, P(z) = |(x,|¥)|?
as the probability density.
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Some details ~ Transition from discrete to continuum

Some proofs for the continuum limit
We now prove the continuum limits carried out in and
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Some details ~ Transition from discrete to continuum

Some proofs for the continuum limit
We now prove the continuum limits carried out in and
We have a smooth function f(x), and we discretize x as in . We have

A flon) 22° A / Fn) dn = / Fn) dan | (12.7)

where we have used in the last step..
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Some details ~ Transition from discrete to continuum

Some proofs for the continuum limit
We now prove the continuum limits carried out in and 1
We have a smooth function f(x), and we discretize x as in . We have

A flon) 22° A / Fn) dn = / Fn) dan | (12.7)

where we have used in the last step..
Using this, we can write

fam) = 3 @)oo °2 [ 1) 25 o,
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Some details ~ Transition from discrete to continuum

Some proofs for the continuum limit
We now prove the continuum limits carried out in and 1
We have a smooth function f(x), and we discretize x as in . We have

A flon) 22° A / Fn) dn = / Fn) dan | (12.7)

where we have used in the last step..
Using this, we can write

A 5n—m
f(om) = Z S (@n)0n—m = /f(xn)T dxy,
which lets us identify

=" 0(xp — Tm) (12.8)
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