
(CF. A22, A23)

(cf. A24,A242, A26) 
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Electron-phonon and electron-electron vertices

(convention: A22)

(D2)



Formally 



or in other words

if an even number of the indices 
n,m,l is 2

otherwise

Phonon absorption:

(cf. A24)

(D3)

(D4)

(proof in DET1)



Phonon emission:

with 

The same shape is for the elctron-electron interaction vertex

Notice that here emission or absorption cannot be 
distinguished, but one can fix arbitrarily a direction
for each line: it does not matter. 

(D5)

(D6)

(proof in DET1)



(cf. D4, D6)     

(D7)



Hartree diagram

Whenever one encounters in a diagram a time-ordered Greens function
where the time arguments are equal, one takes the average over the 
two orderings:
EXAMPLE:
                   = time ordered

This is in contrast to equilibrium theory, whereby the convention
is that the second time acquires a positive infinitesimum 

If we wanted that the "dag" always stays on the left
at equal times, then the infinitesimum should be negative
in the second (backward) time branch. In this way, we could 
not write a single Keldys Green's function matrix.

This convention is allowed provided we assume that the Hamiltonian
is understood to be written not in normal ordering (as one
does in equilibrium) but in symmetric ordering, e.g

(here for fermions)

Application

(D8)



E.g. the Hubbard interaction

which changes the on-site energy term

A consequence of this assumed ordering: there are never 
convergence factors, and integrals over frequency can be
symmetrized even when the integrand falls off as 
In other words: one takes the Cauchy principal value at infinity

e.g.

This is different if one has a convergence factor

The two differ again by
a i/2



Let us now illustrate this by evaluating the Hartree diagram

contribution to retarded self-energy A=B=1

       for the Hubbard model 

fermion loop

We take for simplicity the Hubbard model with   

(CF B-1)

particle density with one
spin

(D9)

(cf. D7)
(D10)

(D11)



The Hartree contribution comes from a decoupling of the 
interaction term

To obtain the result above we have to assume that the interaction 
term is

which in mean-field decouples to 

giving the correct energy shift 

+ const.



We evaluate the contribution to the 
Keldysh self-energy

This is odd in 

and thus its integral over 
vanishes

The contribution is 0



Fock diagram

real,    independent: just an energy shift

Notice that for Hubbard model this is in fact zero

(CF D7)

(D13)

(D12)



D13 becomes instead:

(CF. B-1) 

(D14)

(cf. D12)



keldysh contribution 

odd in 

(cf. D7)



but we are not going to evaluate it like this

Hartree and Fock terms only produce a shift of the energy 

First notrivial diagram:



Transport through mesoscopic structures
effects of electron-electron interaction

(see Haug-Jauho's Book)

leads leads

central region
(discrete levels)
e.g. quantum dot

continuum
of levels

Single Impurity Anderson model

leads central region

coupling

Electron-electron interaction U
in central region

For simplicity, we study again the case of
a single level. Extension to many levels
is, in principle straightforward

"Hubbard I" or "cluster perturbation theory" approximations

here again one dot level only

(D15)



Self energy:

In principle one can have for example these diagrams:

However there are two properties

1) U attaches to d sites ony

2) Vp only connects c with d

It is convenient, thus, to distinguish c and d Green's functions

Some diagrams contributing to



Now consider the d-d self energy
which is the sum of diagrams that cannot
be taken apart by breaking a d-line (i.e. 

It  gives the Dyson equation

notice that for        only the first diagram contributes

and we recover the result that we already know

We can consider the sum of all diagrams not containing any V

this can be evaluated exactly since it is the exact solution
of the single-site model (or a small cluster)

Then one can take as an approximation

(D15A)



The first neglected diagram contains both V and U:

This is the "Hubbard I"  approximation

Extensions: take a central region consisting of many levels:
Cluster Perturbation Theory (cf. Balzer-Potthoff 2011)



(D16)

(D17)



(see D16)

(D18)



(cf. D15)

(cf. A9)

(cf. A7)

(D19)



Within this "Hubbard I"  approximation, we obtain (cf. D15A)

(cf. A9)

(cf. B6A, B6B)

(D20)

(D19A)



Using D19,D20, 



(B6)

This can be used to evaluate the particle density 



equivalently

Also  the rest of the discussion is similar

Taking 0 temperature and  

(D21)



From the expression for the current

and taking the tunnel regime, for which     and thus      are small

we recognize that the current is strongly suppressed
except when one of the resonance energies 

lies within the

 

This is the Coulomb blockade effect . 



This approximation is not sufficient because in the spin-
degenerate case, when there is one particle, which can have 
spin up or down, there is resonant transmission as well.

This is due to virtual spin flip processes. Kondo effect



Time dependence for a noninteracting
bath-quantum dot system

See latex file



Electron-phonon interaction

We consider a similar problem in which electrons in the
central region interact with phonons only 

The hamiltonian of the central region reads (we can omit spin here)

phonons

We consider again the approximation  

So that                      has an expansion

and             are now phonon lines

real

(D22)

c



(D23)

(D24)

c

(=0,1)

(shifted)



(cf. D23 D24)

(D25)



It has the
properties
(see below)

(D26)

(D27)

notice that 

i.e. same expression in terms of 



Proof of above property

Commutation rules are fullfilled



The hamiltonian becomes

where we have used that 

Time dependence



Use the property

use:

so that

sums over q are implicit



For definiteness we take   so that the are empty

and we get



We need to evaluate

for simplicity we consider a single q, since they decouple

For simplicity we take T=0 for which all phonons are 
in the ground state



(See also  Mahan)

Final result:

For nonzero boson occupation                   , one gets 

There are several interesting cases.

1) One boson

The spectral function in     will display peaks at the periods

i. e. a central peak at          with satellite peaks  at distances

of            times an integer. 

With the "Hubbard I" approximation (cf. D15A) ) one gets (cf. D19A)
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Now introduce the coupling to the leads

which does no longer describe free particle due to 

So this problem is not exactly solvable

This is particularly useful here since 

In the wide-band limit, however, for which 

The C-C retarded Green's function in w independent and thus local in time

therefore when evaluating the                self-energy

terms are evaluated at the same time and         cancels with

we thus have

which in real time is obtained by replacing

r

r r



In total, the  d d retarded Green's function thus becomes



exact

for the Keldysh component

introduce

General expression for the current

leads

density of states



consider two leads

By continuity equation

since 

where



for the proportional case for which

we can choose  

so that the second term vanishes , and obtain

Fermi functions



This expression is also valid in the presence of many orbitals 
in the central region. In that case one has to take the trace.

Transmission coefficient



Time dependent phenomena

As an application we consider the resonant-level model

leads central region

coupling

similar for 



Holds again provided products become time convolutions

We will consider some (physically realistic) simplifications:

We first evaluate

consider the contributions from the two leads

        separately



Holds again provided products become time convolutions

We use:

We first evaluate

which we split into the contribution from the two leads



The last expression can be simplified in the wide-band limit.

Here we assume                to be   -independent over the range of

relevant energies for the central region. In this limit

introducing the density of states      , and writing       

                         as dependent of the energy

Further defining

notice that there is a 1/2 factor due to the 

In the wide-band limit, the self-energy becomes local in time.

we obtain



introducing the density of states      , and writing       

                         as dependent of the energy

Further defining

The last expression can be simplified in the wide-band limit.

Here we assume                to be   -independent over the range of

relevant energies for the central region. In this limit



The Dyson equation now becomes

This is best transformed into a differential equation
 
by multiplying by              from the left

It is instructive to check that

we now leave this implicit (Einstein summation convention)



apply to 

Now let us apply it to the Dyson equation

first formally



so it's now easy to guess the solution: it has the same shape

as                 with the replacement

The advanced Green's function is quite generally given by



we now need the Keldysh Green's function

here we have taken into account the fact that the distribution

functions                    are fixed at some constant energies

in the past

warning, if initial condition have to be taken into account 
the g_k term has to be considered



due to the       this does not simplify into a 

in the wide-band limit

There is no further simplification at this point in 
the WBL due to the energy dependence of 

 (WBL)

where we have introduced the same definition for 

as above, just separated for the two leads



At this point there is only a little reshuffling and tedious 
transformations

leads

The current

The result is given in Jauho's book as



where a homogeneous time dependent is assumed

we have introduced

where the particle number in the central region:



THE END



we evaluate the last integral at zero temperature for which



However, we will see  
that the problem remains exactly solvable in the
"wide-band" limit, which corresponds to the
Markovian limit

This occurs when the energy scale of the leads is 
much larger than the energy scales of the central region.

This is equivalent to say that the time scales of the leads
are much faster than the ones of the central region

In that case the response is istantaneous, so that
only equal-time (t=0) Green's functions are affected. 
These are the same for  











wide-band limit:                       is approximately constant in a

large energy range. Specifically, it changes only over energies much 
larger than the typical energies of the central region.



It is instructive to see everything in frequency space:

the     is due to the fact that we have retarded Green's functions

In the wide-band limit

independent of      i.e.         in real time

The integration over gives just     , because 

it's at the border





Functional integral



Todo

3) relation to master equation
4) Time dependence


