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Abstract

Impact ionization refers to the generation of multiple charge excitations from a single pho-
ton shining on a material. Unlike in conventional semiconductors, in strongly correlated
materials like Mott insulators this can happen on faster time scales than electron-phonon
scattering. Because of the potential applications in solar cells, impact ionization in such
materials has generated considerable interest. In one dimension, matrix product states
have proved to be a valuable tool for precise ground state calculations as well as for
non-equilibrium time evolution of strongly correlated systems.

In this thesis, impact ionization is studied for spinless fermions in one dimension with
MPS-based time-evolution methods. Time-dependent expectation values of relevant ob-
servables during and after a light pulse are calculated and analyzed, showing impact
ionization for the first time in a purely one-dimensional system. The interpretation of the
results is supported with spectral functions for the same system, which are also calculated
using MPS.

An additional focus lies on the analysis and comparison of the methods used, particularly
the transverse contraction method, which allows to calculate time-dependent expectation
values in the thermodynamic limit with matrix product states.

i





Kurzfassung

Als Stoßionisation (impact ionization) wird die Erzeugung mehrerer Ladungsträger durch
ein einzelnes eingestrahltes Photon bezeichnet. Anders als in herkömmlichen Halbleitern
kann dies in stark korrelierten Materialien wie beispielsweise Mott-Isolatoren auf kürzeren
Zeitskalen als Elektron-Phonon Streuprozesse stattfinden. Aufgrund der möglichen An-
wendung in Solarzellen hat Stoßionisation in solchen Materialien großes Interesse hervor-
gerufen. Matrixproduktzustände (matrix product states, MPS ) als wertvolles Hilfsmittel
sowohl für präzise Grundzustandsberechnungen als auch für Zeitentwicklungen eindimen-
sionaler stark korrelierter Systeme erwiesen.

In dieser Arbeit wird Stoßionisation für eindimensionale Ketten spinloser Fermionen mit
MPS-basierten Zeitentwicklungsmethoden untersucht. Zeitabhängige Erwartungswerte re-
levanter Observablen während und nach einem Lichtpuls werden berechnet und analysiert,
wobei zum ersten Mal in einer Dimension Stoßionisation gezeigt wird. Die Interpretation
der Ergebnisse wird durch Spektralfunktionen für dasselbe System unterstützt, welche
ebenso unter Verwendung von MPS berechnet werden.

Ein weiterer Fokus liegt auf der Analyse und dem Vergleich der verwendeten Methoden,
insbesondere der Methode der transversalen Kontraktion (transverse contraction), die die
Berechnung zeitabhängiger Erwartungswerte im thermodynamischen Limes mit Matrix-
produktzuständen ermöglicht.
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1. Introduction

The efficient conversion of solar energy to electrical energy is one of the major challenges
in the field of sustainable energy production. For conventional semiconductor-based pho-
tovoltaic cells consisting of a single p-n junction, the efficiency is bounded by the Shockley-
Queisser limit [1]. This is due to the fact that electrons which are excited beyond the
bottom of the conduction band by high-energy photons typically lose their excess energy
through scattering with phonons. In strongly correlated materials like Mott insulators,
however, electron-electron interactions happen on a shorter time scale than in conven-
tional semiconductors, allowing the high-energy electrons to scatter other electrons into
the conduction band [2, 3, 4]. This process is referred to as impact ionization and leads
to the generation of multiple charge carriers from a single incident photon.

A very successful theoretical model for the description of strongly correlated electrons is
the Hubbard model. In this model, impact ionization has been observed in theoretical
calculations for various lattice geometries, including small two-dimensional square and
triangular lattices [5, 6] as well as an infinite-dimensional hypercubic lattice [3], but it is
absent in one-dimensional chains [5].

Despite its formal simplicity, a numerical treatment of the Hubbard model with the meth-
ods used in the present thesis is computationally expensive and would be restricted to
short time scales or very small systems. Therefore, the simpler model of spinless fermions,
often referred to as the t-V model [7], is used. This model still captures some key features
of a Mott insulator and has been used for instance for the investigation of Mott insulator
junctions [8] and systems exposed to a periodic drive [9].

For the numerical simulation of strongly correlated electrons, a class of states known
as matrix product states (MPS) has proved to be a valuable tool, particularly in one
dimension [10]. Various algorithms for precise ground state calculations of both finite
and infinite systems as well as non-equilibrium time evolutions have been developed over
the last decades. Apart from the standard methods DMRG for ground state calculations
[11, 12, 13] and TEBD for time evolution [14], many alternative approaches have been
proposed, one of which is the transverse contraction method that allows to calculate
time-dependent expectation values in the thermodynamic limit [15, 16].

In this thesis, MPS-based time-evolution methods are used to study impact ionization
in one-dimensional spinless fermion models with nearest and next-nearest neighbor in-
teractions. The purpose is to gain insights on whether impact ionization occurs in one
dimension and how it depends on the interactions in the model. A second essential goal
is the analysis and comparison of the methods used and in particular the examination of
the applicability of the transverse contraction method to such problems.

The first chapter (Chapter 2) is a review of the quantum mechanical basics of lattice
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1. Introduction

models, Green’s functions and entanglement. In Chapter 3, various models for correlated
electrons are presented, along with a brief discussion of quantum integrability and the
process of impact ionization.

Chapter 4 contains an overview of the basics of matrix product states and descriptions
of all MPS-based methods used within this thesis, including a detailed discussion of the
transverse contraction method.

In Chapter 5, the TEBD method is applied to small spinless fermion chains. First, the
density of states and spectral functions for several observables are calculated to obtain
insights on the frequency-dependent response of the system. Then, incident electromag-
netic radiation is simulated during the time-evolution and the time-dependent observables
which are relevant for impact ionization are measured, followed by a discussion of the re-
sults. Besides, the limits of the TEBD approach are discussed.

Chapter 6 deals with the transverse contraction method which is applied to the same
problem as treated in the previous chapter. The influence of various settings and param-
eters on the quality of the results is investigated as well as the limits of the transverse
approach and its advantages and drawbacks compared to TEBD.
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2. Theoretical Background

2.1. Many-Body Hilbert Spaces

Many-body problems are usually treated in the language of second quantization, where
states and operators are represented in terms of creation and annihilation operators on a
Fock space. Here the formalism is introduced mainly following the books by Nolting ([17]
and [18, chapter 8]).

2.1.1. Second Quantization for Fermions

The quantum mechanical state of a single particle can be described by a vector |ψ〉 in a
Hilbert space H1. If two identical, but distinguishable particles are considered, of which
one is in the state |ψ1〉 ∈ H1 and the other in the state |ψ2〉 ∈ H1, then their joint state
is represented by the tensor product of the individual states |ψ1〉⊗ |ψ2〉 and is an element
of the product space

H2 = H1 ⊗H1,

which is by definition a Hilbert space with the scalar product

(〈φ1| ⊗ 〈φ2|) · (|ψ1〉 ⊗ |ψ2〉) := 〈φ1|ψ1〉 〈φ2|ψ2〉 .

Since identical quantum mechanical particles are indistinguishable, the state of two iden-
tical particles must be either symmetric or antisymmetric under exchange of the particles.
Therefore, it can not simply be given by |ψ1〉 ⊗ |ψ2〉, but rather

|Ψ〉 =
1

2
(|ψ1〉 ⊗ |ψ2〉+ ζ |ψ2〉 ⊗ |ψ1〉) , (2.1)

where ζ = +1 for bosons and ζ = −1 for fermions. Since this thesis only deals with
electrons, the discussion here is restricted to fermions.

The above description can easily be generalized to N particles, where the Hilbert space is

HN = H1 ⊗H1 ⊗ . . .⊗H1 =: HN
1 .

Using an arbitrary basis {|χj〉} of H1 we can construct a basis of HN by defining

|χ(N)
i1i2...iN

〉 = |χi1〉 ⊗ |χi2〉 ⊗ . . .⊗ |χiN 〉 .
All allowed (antisymmetric) N -particle states are spanned by the antisymmetrized basis
states

Â |χ(N)
i1i2...iN

〉 :=
1√
N !

∑

P
sign(P) |χiP(1)

〉 ⊗ |χiP(2)
〉 ⊗ . . .⊗ |χiP(N)

〉 , (2.2)

3



2. Theoretical Background

where the sum is taken over all permutations P of the numbers 1 . . . N . These objects
seem complicated, but the information which particle is in which single-particle state is
not required, because the particles are indistinguishable. In fact, since the sum in (2.2)
runs over all permutations anyway, it is sufficient to assign to each single-particle state
the number of particles occupying it to uniquely determine the many-particle basis state.
Thus, we can equivalently write the state (2.2) as

|n1, n2, . . . , nM〉 (2.3)

where nj = 1 if j ∈ {i1, . . . , iN} and 0 otherwise and M is the dimension of the single-
particle Hilbert space. This is the occupation number representation and the set of states
of the form (2.3) with nj ∈ {0, 1} for fermions (due to the Pauli exclusion principle) and∑

j nj = N is a basis for the space FN := ÂHN of all antisymmetric states in HN . As a
finite-dimensional subspace of a Hilbert space, FN is a Hilbert space itself [19, thm 13.7].
Note that together with the occupation numbers, the basis of single-particle states must
be specified to determine the many-particle state.

Within FN , the total number of particles is fixed to N . For systems with variable particle
numbers Fock [20] introduced what is now called the (fermionic) Fock space, which is (the
completion of) the direct sum of all antisymmetrized N -particle Hilbert spaces,

F =
∞⊕

N=0

FN .

with the scalar product 〈n1n2 . . . nM |n′1n′2 . . . n′M〉 := δn1n′1δn2n′2 . . . δnMn′M . The Hilbert
space F0 ≡ C is spanned by one single element, the vacuum state |0〉 without any particles
in any state.

Apart from operators acting on one of the subspaces HN , on a Fock space operators can
be defined which map from HN to HN−1 or HN+1, i.e. add or remove particles. These
operators are called creation and annihilation operators and for fermions are defined by

cj |n1, n2, . . . , nj, . . . , nM〉 = (−1)
∑
i<j ni(1− nj) |n1, n2, . . . , nj − 1, . . . , nM〉 , (2.4)

c†j |n1, n2, . . . , nj, . . . , nM〉 = (−1)
∑
i<j ninj |n1, n2, . . . , nj + 1, . . . , nM〉 . (2.5)

It can be shown that indeed (cj)
† = c†j [17, p.12f]. From the definitions (2.4) and (2.5)

follow the anticommutation relations (in accordance with the required antisymmetry prop-
erties)

{ci, cj} = {c†i , c†j} = 0, {ci, c†j} = δij. (2.6)

This implies in particular (cj)
2 = (c†j)

2 = 0, which is Pauli’s exclusion principle, meaning
that each single-particle state j can be occupied by at most one particle. In the notation
here spin is implicitly included in the label j.

Each basis state |n1, n2, . . . , nM〉 can be expressed in terms of creation operators and the
vacuum state |0〉 only, because

|n1, n2, . . . , nM〉 = (c†1)n1(c†2)n2 . . . (c†M)nM |0〉 . (2.7)

4



2.1. Many-Body Hilbert Spaces

Since the order of the creation operators makes a difference, a “natural” order of the
states 1, . . . ,M must be defined. Throughout this thesis, the operators are ordered as in
(2.7) with ascending indices.

From the definitions (2.4) and (2.5), it is evident that the operator n̂j := c†jcj counts the
particles in the state j,

n̂j |n1, n2, . . . , nj, . . . , nM〉 = nj |n1, n2, . . . , nj, . . . , nM〉 .

It is therefore called the (occupation-)number operator.

2.1.2. Operators in Second Quantization

In many-body systems, single particle operators usually appear in the form of sums over
all particles, Ô =

∑N
l=1O(q̂l, p̂l), which is expressed in second quantization in a basis

{|χj〉} as

Ô =
∑

ij

〈χi|O(q̂, p̂)|χj〉 c†icj. (2.8)

Two-particle interaction operators of the form V̂ =
∑

l 6=m V (q̂l, q̂m) become

V̂ =
∑

ijkl

〈χiχj|V (q̂1, q̂2)|χlχk〉 c†ic†jckcl. (2.9)

These results are derived e.g. in [17].

2.1.3. Basis Transformations

Consider a basis transformation of the form |χ̃i〉 =
∑

j Uij |χj〉 with a unitary matrix U
(which is the matrix representation of a unitary operator). The Fock states for N particles
in the basis {|χ̃j〉} read

c̃†i1 . . . c̃
†
iN
|0〉 = Â |χ̃i1 . . . χ̃iN 〉

and expressing this in the basis {|χj〉} we obtain

c̃†i1 . . . c̃
†
iN
|0〉 =

∑

j1,...,jN

Ui1j1 . . . UiN jN Â |χj1 . . . χjN 〉 =
∑

j1,...,jN

Ui1j1 . . . UiN jN c
†
j1
. . . c†jN |0〉 .

Hence, the creation operators are transformed like the basis functions, while the annihi-
lation operators are transformed inversely:

c̃†i =
∑

j

Uijc
†
j , c̃i =

∑

j

U †ijcj . (2.10)

Transforming the Hamiltonian according to (2.10) is sufficient if the basis transformation is
time-independent. If, however, the basis transformation is time-dependent, an additional
term arises in the time-dependent Schrödinger equation [21].

5



2. Theoretical Background

The time evolution of the new basis states is then given by

i∂tc̃
†
i1
. . . c̃†iN |0〉 =

∑

j1,...,jN

[
i∂t(Ui1j1 . . . UiN jN )c†j1 . . . c

†
jN
|0〉+ Ui1j1 . . . UiN jN i∂tc

†
j1
. . . c†jN |0〉

]
.

Assuming that the old basis states obey the time-dependent Schrödinger equation

i∂tc
†
j1
. . . c†jN |0〉 = Ĥc†j1 . . . c

†
jN
|0〉

and using the linearity of Ĥ, the second term can be simplified, yielding

i∂tc̃
†
i1
. . . c̃†iN |0〉 =

∑

j1,...,jN

i∂t(Ui1j1 . . . UiN jN )c†j1 . . . c
†
jN
|0〉+ Ĥc̃†i1 . . . c̃

†
iN
|0〉 . (2.11)

Applying the product rule to the first term and inserting 1 = U †U gives
∑

j1,...,jN

i∂t(Ui1j1 . . . UiN jN )c†j1 . . . c
†
jN
|0〉 =

=
∑

j1,...,jN

N∑

l=1

∑

αl,βl

iU̇ilαlU
†
αlβl

Uβljl

(∏

m 6=l
Uimjm

)
c†j1 . . . c

†
jN
|0〉

=
N∑

l=1

∑

αl,βl

iU̇ilαlU
†
αlβl

(−1)lc̃†βl

∏

m6=l
c̃†im |0〉 .

Since the state il does not appear in the product, we can safely create and then annihilate
a particle in this state without changing anything:

∑

j1,...,jN

i∂t(Ui1j1 . . . UiN jN )c†j1 . . . c
†
jN
|0〉 =

N∑

l=1

∑

αl,βl

iU̇ilαlU
†
αlβl

(−1)lc̃†βl c̃il c̃
†
il

∏

m6=l
c̃†im |0〉

=
N∑

l=1

∑

αl,βl

iU̇ilαlU
†
αlβl

c̃†βl c̃il c̃
†
i1
. . . c̃†iN |0〉 .

Plugging this into (2.11) results in

i∂tc̃
†
i1
. . . c̃†iN |0〉 =

(
Ĥ + i

N∑

l=1

∑

αl,βl

U̇ilαlU
†
αlβl

c̃†βl c̃il

)
c̃†i1 . . . c̃

†
iN
|0〉 .

Without explicitly using the particle number N this can be written as

i∂t

M∏

i=1

(
c̃†i

)ni
|0〉 =

(
Ĥ + i

M∑

i,j,m=1

U̇jmU
†
mic̃
†
i c̃j

)
M∏

i=1

(
c̃†i

)ni
|0〉 .

Hence, the dynamics of the system in the new basis are governed by the time-dependent
Schrödinger equation with the Hamiltonian

Ĥ ′ = Ĥ + i
M∑

i,j=1

(
M∑

m=1

U̇jmU
†
mi

)
c̃†i c̃j. (2.12)

To show that Ĥ ′ is hermitian, we must prove that (iU̇U †)ji = (iU̇U †)∗ij. By differentiating

UU † = 1 (which is valid for every unitary matrix) with respect to time, we find U̇U † =
−UU̇ † and therefore (iU̇U †)∗ij = −(iUU̇ †)∗ij = i(U∗U̇>)ij = (iU̇U †)ji.
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2.1. Many-Body Hilbert Spaces

2.1.4. Electrons in Periodic Crystals

Bloch [22] showed that the solutions of the Schrödinger equation for every periodic system
with V (r) = V (r + la + mb + nc) for all integers l,m, n have a real-space basis of the
form

ψk(r) = eik·r uk(r), (2.13)

where the functions uk(r) have the same periodicity as the lattice. If the length of the
crystal in a certain direction is Li then, assuming periodic boundary conditions, the
components of k in this direction can take the values 2πni/Li with arbitrary integers ni.
Since ni = Li is equivalent to ni = 0, the plane wave part of (2.13) repeats outside the
first Brioullin zone, which gives rise to multiple bands. They are often denoted separately
with a band index n,

ψnk(r) = eik·r unk(r),

where k now only takes values inside the first Brioullin zone. In the present thesis, we
focus on single band models, where one isolated band is considered.

The Bloch waves described by (2.13) are delocalized over the whole crystal. In situations
where electrons are tightly bound to their respective atom it may be more natural to use
a basis of localized states. While atomic orbitals would be an obvious choice, they have
the drawback of not being orthogonal (if belonging to different atoms). For this reason,
Wannier [23] suggested using the functions

wj(r) =
1√
L

1BZ∑

k

e−ik·Rj ψk(r) (2.14)

as a basis. These Wannier functions are localized around the lattice site Rj, only depend
on r −Rj and form an orthonormal basis of the space of all solutions of the Schrödinger
equation [23]. If the sum over k in (2.14) is taken over all values in the first Brioullin
zone, we obtain one orbital (Wannier function) per unit cell, which corresponds to a single
Bloch band. Additional Wannier functions at the same site would be constructed from
Bloch waves corresponding to higher Brioullin zones (i.e. other bands) [24].

Interacting non-relativistic electrons in a crystal are described by the Hamiltonian (using
units where me = 1)

Ĥ =
N∑

i=1

(
p̂2
i

2
+ V0(q̂i)

)
+
∑

i 6=j
V (q̂i, q̂j) =:

N∑

i=1

h(q̂i, p̂i) +
∑

i 6=j
V (q̂i, q̂j), (2.15)

where V0 is the periodic lattice potential and V is the Coulomb interaction potential.
According to (2.8) and (2.9) the Hamiltonian in second quantization reads

Ĥ =
∑

ijσ

〈wi|h(q̂, p̂)|wj〉 c†iσcjσ +
∑

ijklσσ′

〈wiwj|V (q̂1, q̂2)|wlwk〉 c†iσc†jσ′ckσ′clσ

=: −
∑

ijσ

Tijc
†
iσcjσ +

∑

ijklσσ′

Uijklc
†
iσc
†
jσ′ckσ′clσ (2.16)

where cjσ (c†jσ) annihilates (creates) an electron with spin σ in the Wannier state |wj〉 and
the sums run over all lattice sites i, j, k, l. Note that neither the Wannier functions nor
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2. Theoretical Background

the Hamiltonian depend on spin. Therefore, the total state of a single particle is given
by |wj〉 ⊗ |σj〉 and in the matrix elements the spin parts simply give Kronecker deltas,
reducing the number of spin sums.

Since (2.16) represents the full non-relativistic many-particle Hamiltonian, it is the most
generic form of a single-band Hamiltonian on a periodic lattice. The terms in the first sum
can be interpreted as an electron “hopping” from site j to site i and therefore the matrix
elements Tij are called hopping integrals. Notwithstanding the conventional notation, a
capital T is used throughout the present thesis to avoid confusion with time t.

Due to the localization of the Wannier functions, the hopping integrals fall off rapidly
with increasing distance between the sites i and j. Neglecting the Coulomb interaction
for now, this leads to the common approximation known as the tight binding model, where
the matrix elements Tij are only taken into account if i and j are nearest neighbors. For
a homogeneous and isotropic crystal, the Hamiltonian then reads

ĤTB = −
∑

〈ij〉σ

(
Tc†iσcjσ + T ∗c†jσciσ

)
+
∑

iσ

εc†iσciσ, (2.17)

where 〈ij〉 denotes all ordered pairs of nearest neighbors in the crystal lattice, T is the
hopping integral Tij for nearest neighbors i and j and ε = Tii is the on-site matrix element.
The second sum in (2.17) is often dropped, because it is proportional to the total particle
number N̂ =

∑
iσ n̂iσ, which commutes with the Hamiltonian and is therefore a conserved

quantity (i.e. it only shifts the spectrum of the Hamiltonian).

2.2. Electromagnetic Fields - The Peierls Substitution

In the presence of classical electromagnetic fields described by a vector potential A(r, t)
and a scalar potential φ(r, t), the Hamiltonian for a single electron reads1

Ĥ =
1

2

(
p̂−A(q̂, t)

)2
+ V0(q̂) + φ(q̂, t). (2.18)

Here, relativistic corrections such as spin-orbit coupling are neglected, and we assumed
that the fields are sufficiently weak so that the crystal potential V0 retains its equilibrium
value. The interaction of the spin with the magnetic field is not relevant for the following
discussion and is therefore also neglected.

Since the Hamiltonian is different for each value of the electromagnetic potentials, in
principle the matrix elements in (2.16) must be reevaluated for each value to obtain
a second quantization expression. However, there is an approximation tracing back to
Peierls [25], which recovers the single-particle term from (2.16) with only a modification
of the matrix elements Tij.

The derivation given here in large parts follows the one by Luttinger [26]. Instead of the

1Throughout this thesis we use units where ~ = c = e = me = 1.
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2.2. Electromagnetic Fields - The Peierls Substitution

original Wannier functions (2.14), we use the set

w̃j(r, t) = exp
(
iϕj(r, t)

)
wj(r) with ϕj(r, t) :=

r∫

Rj

A(r′, t) · dr′ (2.19)

as a basis. The integration is carried out along a straight line betweenRj and r. Since the
prefactor is only a phase, these functions share the localization properties of the Wannier
functions and therefore are an equally useful basis for the tight binding Hamiltonian.
However, in general the w̃j are strictly speaking not orthogonal, because

w̃∗i (r, t)w̃j(r, t) = exp
(
i[ϕi(r, t)− ϕj(r, t)]

)
w∗i (r)wj(r)

= exp


i

∮

C

A(r′, t) · dr′ − i

Rj∫

Ri

A(r′, t) · dr′

w∗i (r)wj(r) (2.20)

where C is the path connecting the points Ri → r → Rj → Ri in straight lines. To
obtain an orthonormal basis, the integral along the closed contour must be neglected,
because then

∫

Rd
w̃∗i (r, t)w̃j(r, t) ddr ≈ exp


−i

Rj∫

Ri

A(r′, t) · dr′


∫

Rd
w∗i (r)wj(r) ddr = δij.

The neglected term, which is simply the magnetic flux through the triangle spanned by
the three points Ri, r and Rj, vanishes exactly if the vector potential is uniform inside
this triangle. But even if this is not the case the strong localization of the Wannier
functions around a single point in space will make the expression (2.20) very small unless
r is very close to Ri and Rj. Therefore, neglecting the flux integral for i 6= j is certainly
justified, given that the Wannier functions are sufficiently localized, and for i = j it
vanishes anyway.

Using the temporal gauge with φ = 0, the action of the Hamiltonian (2.18) on the new
basis functions is given by

Hw̃j(r, t) =

[
1

2

(
− i∇−A(r, t)

)2
+ V0(r)

]
exp

(
iϕj(r, t)

)
wj(r). (2.21)

The only part of H which does not commute with exp
(
iϕj(r, t)

)
is the differential operator

∇. Since
∇ exp(iϕj)wj(r) = exp

(
iϕj)

(
∇+ i(∇ϕj)

)
wj(r)

we can shift the operator H past the exponential upon replacing ∇ → ∇ + i(∇ϕj) in
(2.21), resulting in

Hw̃j(r, t) = exp
(
iϕj(r, t)

)[1

2

(
− i∇+

(
∇ϕj(r, t)

)
−A(r, t)

)2

+ V (r, t)

]
wj(r). (2.22)

The gradient of ϕj can be written in the form (see Appendix A)

∇ϕj(r, t) = A(r, t) +

1∫

0

λ(r −Rj)×B
(
Rj + λ(r −Rj), t

)
dλ ,

9



2. Theoretical Background

where B =∇×A is the magnetic field. Inserting this result into (2.22) gives

Hw̃j(r, t) = exp
(
iϕj(r, t)

)
[

1

2

(
− i∇+

1∫

0

λ(r −Rj)×B
(
Rj + λ(r −Rj), t

)
dλ
)2

+ V (r, t)

]
wj(r). (2.23)

Luttinger now argues that the integral can be neglected because the term r−Rj is small
in the vicinity of the lattice point Rj around which the Wannier function wj is strongly
localized. However, at the same time he admits that this approximation is difficult to
justify and several other authors have also questioned its validity in general cases [27, 28].
Fortunately, as described below, the situation is much clearer in one dimensional systems
which are treated in this thesis.

Within this approximation we can thus write

Hw̃j(r, t) = exp
(
iϕj(r, t)

)(
−1

2
∇2 + V (r, t)

)
wj(r) = exp

(
iϕj(r, t)

)
H0wj(r) (2.24)

where H0 is the Hamiltonian of the system without the electromagnetic fields. The matrix
elements of the Hamiltonian in the basis spanned by the w̃j then become

〈w̃i|Ĥ|w̃j〉 =

∫

Rd
w̃∗i (r, t)Hw̃j(r, t) ddr

=

∫

Rd
exp

(
i[ϕj(r, t)− ϕi(r, t)]

)
wi(r)H0wj(r) ddr . (2.25)

Here, a similar argument as in the orthogonality considerations holds. Again, the phase
difference can be split into an integral around the triangle spanned by Ri, r and Rj and
an integral straight fromRi toRj, exactly as in (2.20). Since the exponential is multiplied
by wi, it will only significantly contribute to (2.25) if r ≈ Ri. Then the triangle has a
small area and we can neglect the flux through it if the vector potential does not vary too
much inside. There is no simple way of estimating the error of this approximation, but
again, this has no consequences for the cases treated in the present thesis, because in a
linear one-dimensional chain, the closed integration path is empty anyway.

After neglecting the flux integral, we are left with

〈w̃i|Ĥ|w̃j〉 = exp


−i

Rj∫

Ri

A(r′, t) · dr′

 〈wi|Ĥ0|wj〉 . (2.26)

All approximations applied so far are exact if the vector potential is spatially uniform.
Then the magnetic field B = ∇× A vanishes in (2.23) and the integration along the
closed path C in (2.20) and (2.25) yields exactly zero. Hence, we can assume that the
result (2.26) is a good approximation as long as the vector potential is close to uniform
on the scale of the system. For an electromagnetic wave this means that the wavelength
must be much larger than the system under consideration.

10



2.2. Electromagnetic Fields - The Peierls Substitution

Substituting the matrix elements according to (2.26) is called the Peierls substitution.
Since the integral vanishes for i = j, it does not affect on-site terms, while hopping-like
terms are modified with a phase depending on the positions of the lattice sites involved:

Tij → Tij exp


−i

Rj∫

Ri

A(r′, t) · dr′

. (2.27)

If the vector potential is assumed spatially uniform, the Peierls substitution has a partic-
ularly simple form in momentum space. In the basis of Bloch functions, the hopping part
of the Hamiltonian is diagonal and the diagonal elements are given by [17]

ε(k) =
1

L

∑

ij

Tij e−ik·(Ri−Rj) .

Modifying the hopping elements according to (2.27) results in

ε′(k) =
1

L

∑

ij

Tij e−ik·(Ri−Rj) eiA(t)·(Ri−Rj) =
1

L

∑

ij

Tij e−i(k−A(t))·(Ri−Rj)

if A does not depend on r. Hence, in momentum space the Peierls substitution for a
spatially homogeneous vector potential is simply given by

ε(k)→ ε(k −A(t)).

2.2.1. Peculiarities in one dimension

In one-dimensional systems, the considerations in the previous section become much
simpler. The integration path C in (2.20) is then empty, meaning that the basis func-
tions w̃j are exactly orthogonal and that the expressions (2.25) and (2.26) are exactly
equal. Besides, for a one-dimensional system the calculation of ∇ϕj(r, t) simply gives
∂ϕj/∂x = A(x, t). Therefore, also (2.24) and hence finally the whole Peierls substitution
is exact (for a single-band model with only hopping and density interactions).

Assuming that the vector potential is constant across the system, the hopping terms take
the simple form

Tij → Tij e−i(j−i)A(t),

if we use the lattice constant as the unit of length.

For open boundary conditions, the Peierls substitution is in fact equivalent to the ap-
plication of an electrostatic potential. To see this, we perform a time dependent basis
transformation c̃j = exp{−ijA(t)}cj. This transformation removes the Peierls phases,
but according to Section 2.1.3, we must then modify the Hamiltonian, resulting in

Ĥ ′ = Ĥ +
L∑

j=1

j
dA

dt
n̂j = Ĥ − E(t)

L∑

j=1

jn̂j. (2.28)

The additional term describes a position-dependent chemical potential µj = −jE(t),
which is equal to the electrostatic potential that creates the field E(t). Hence, the trans-
formation carried out is equivalent to a classical gauge transformation (in one dimension)
A→ 0, φ→ φ+

∫
∂tA dx.
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2. Theoretical Background

2.3. Green’s Functions

This section is intended to give a brief overview of the results relevant for the present
thesis and is mainly based on the book by Nolting [17].

In the context of many-particle physics, Green’s functions are an important tool in linear
response theory. The retarded Green’s function for an arbitrary pair of operators Â, B̂ is
defined as

Gr
AB(t− t′) ≡ 〈〈Â, B̂〉〉r = −iΘ(t− t′) 〈[Â(t), B̂(t′)] −ζ〉 , (2.29)

where the time-dependence of the operators is to be understood in the sense of the Heisen-
berg representation, Θ(t− t′) is the Heavyside step function and [·, ·] −ζ denotes the com-
mutator for bosonic operators and the anticommutator for fermionic ones. It describes
the response of the system in terms of the expectation value of Â when a perturbation is
applied that couples to B̂.

If a system is initially (for t → −∞) described by a Hamiltonian Ĥ0 and at some later
time the Hamiltonian changes to

Ĥ0 + B̂f(t)

with an arbitrary complex-valued function f(t), then the perturbed expectation value of
the observable Â can be expressed in terms of the unperturbed expectation value 〈Â〉0
and the retarded Green’s function as

〈Â〉 (t) = 〈Â〉0 +

∞∫

−∞

f(t′)Gr
AB(t− t′) dt′ .

This is, however, only true if the commutator is used in the definition (2.29).

A closely related object is the spectral function

SAB(t− t′) :=
1

2π
〈[Â(t), B̂(t′)] −ζ〉 , (2.30)

the Fourier transform of which is connected to the retarded Green’s function by the
relation

SAB(ω) = − 1

π
ImGr

AB(ω). (2.31)

In principle, the expectation values in (2.29) and (2.30) involve a thermal average, but in
the present thesis we will only work at zero temperature and therefore in the following,
all expectation values are taken in the ground state. The spectral function can then be
expanded to

SAB(t− t′) =
∑

n

〈0|Â|n〉 〈n|B̂|0〉 e−i(En−E0)(t−t′) + 〈0|B̂|n〉 〈n|Â|0〉 ei(En−E0)(t−t′), (2.32)

where |n〉 are the eigenstates of the Hamiltonian with energies En. Note that |0〉 here
denotes the ground state and not the vacuum state! The Fourier transform of (2.32) is

SAB(ω) =
∑

n

〈0|Â|n〉 〈n|B̂|0〉 δ
(
ω − (En − E0)

)
+ 〈0|B̂|n〉 〈n|Â|0〉 δ

(
ω + (En − E0)

)
,
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2.4. Singular Value Decomposition and Schmidt Decomposition

and in particular for B̂ = Â† we obtain

SA†A(ω) =
∑

n

|〈n|Â|0〉| 2δ
(
ω − (En − E0)

)
+ |〈0|Â|n〉| 2δ

(
ω + (En − E0)

)
. (2.33)

Hence, SA†A has a peak at each energy that corresponds to a possible excitation of the
system from the ground state to a level En and the intensity of this peak is proportional
to the probability of finding the system in the eigenstate |n〉 after applying the operator
Â. Peaks at negative energies correspond to transitions from the eigenstate |n〉 to the
ground state in the same way.

For a real-valued harmonic perturbation Ĥ = Ĥ0 + (f0 eiωt +f ∗0 e−iωt)Â which couples to a
hermitian operator Â, the average dissipation rate Q (net energy absorbed by the system
per unit time) can be expressed in terms of the spectral function SAA as [29, p. 540]1

Q(ω) = −2ω|f0|2 ImGr
AA(ω) = 2πω|f0|2SAA(ω). (2.34)

A special role is played by the one-particle spectral function Skσ, where the operators Â
and B̂ are the annihilation and creation operators ckσ and c†kσ, respectively. In the case
of non-interacting fermions, its Fourier transform is equal to the density of states of the
system:

D(ω) =
∑

kσ

Skσ(ω). (2.35)

For interacting electrons, this quantity can still be identified with the quasiparticle density
of states.

Denoting by Sijσ the spectral function associated to the operators ciσ and c†jσ, the density
of states (2.35) can equivalently be expressed in the real space basis,

D(ω) =
∑

iσ

Siiσ(ω) =
∑

i

Di(ω), (2.36)

where Di(ω) is the contribution of site i to the density of states, i.e. the local density of
states at this site.

2.4. Singular Value Decomposition and Schmidt

Decomposition

The singular value decomposition (SVD) is a matrix decomposition of an arbitrary com-
plex matrix into a product of three matrices. It plays an important role in most MPS-
based algorithms, because it allows for efficient truncation of the matrices and ensures
unitarity [10].

1According to the definitions, the function χAA in [29] corresponds to −Gr
AA in this thesis.

13



2. Theoretical Background

Theorem 1: Singular value decomposition

For every complex matrix A ∈ Cm×n with rank r there are unitary matrices U ∈ Cm×m

and V ∈ Cn×n and a square diagonal matrix D ∈ Rmin(m,n)×min(m,n) such that

A = UΛV † (2.37)

where

Λ =

(
D
0

)
if m > n or Λ =

(
D 0

)
if m < n .

The diagonal elements λi of D are called singular values and can always be chosen to
be real, and ordered λ1 ≥ λ2 ≥ . . . ≥ λr > 0 and λr+1 = . . . = λmin(m,n) = 0 [30].

Proof. For the proof the reader is referred to [30, p.150f].

Since the part of Λ that contains only zeros does not contribute to the product, the
decomposition can equivalently be represented with the square matrix D and accordingly
truncated rectangular U or V †. The relations U †U = V †V = 1 then still hold true (but
in general UU † 6= 1 and V V † 6= 1).

The numerical computation of an SVD with standard algorithms requires O(mn2) floating
point operations, where m > n are the dimensions of the matrix [31].

Related to the SVD is the Schmidt decomposition of quantum mechanical states, which
introduces the SVD as an important tool into the theory of matrix product states.

Theorem 2: Schmidt decomposition

Every pure state |ψ〉 of a system, which is composed of two subsystems A and B, can
be written in the form

|ψ〉 =
r∑

i=1

λi |Ai〉 |Bi〉 , (2.38)

where {|Ai〉} and {|Bi〉} are orthonormal bases of the subsystems A and B, respec-
tively, and λi are real, positive numbers with

∑
i λ

2
i = 1. This decomposition is called

the Schmidt decomposition and the coefficients λi are called Schmidt coefficients [32].

Proof. Let HA be the nA-dimensional Hilbert space of subsystem A and HB the nB-
dimensional Hilbert space of subsystem B. Then the Hilbert space of the composite
system HAB is the tensor product of the Hilbert spaces of the subsystems, HAB =
HA ⊗ HB, and an arbitrary pure state of the composite system is given in terms of
orthonormal bases {|αi〉} and {|βi〉} of the subsystems by

|ψ〉 =

nA∑

j=1

nB∑

k=1

cjk |αj〉 |βk〉 . (2.39)

The coefficients cjk form an nA×nB matrix, which can be singular value decomposed
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into

cjk =
r∑

i=1

Ujiλi
(
V †
)
ik

with unitary matrices U and V and χ the number of non-zero singular values, resulting
in

|ψ〉 =

nA∑

j=1

nB∑

k=1

r∑

i=1

Ujiλi
(
V †
)
ik
|αj〉 |βk〉 =

r∑

i=1

(
nA∑

j=1

Uji |αj〉
)
λi

(
nB∑

k=1

(
V †
)
ik
|βk〉

)
.

Since U and V are unitary, the sets

|Ai〉 :=

nA∑

j=1

Uji |αj〉 and |Bi〉 :=

nB∑

k=1

(
V †
)
ik
|βk〉

are also orthonormal bases of the subsystems A and B and the state |ψ〉 can be written
in the form (2.38). The additional properties of the λi follow from the fact that they
are singular values.

Hence, the Schmidt decomposition of a state |ψ〉 is equivalent to the SVD of its coefficient
matrix as defined in (2.39) and the Schmidt values are simply the singular values of that
matrix. The number of non-zero singular values r is the rank of the coefficient matrix
and in this context is also called Schmidt rank.

An important application of the SVD is the approximation of matrices by matrices with
lower rank, which is justified by the Eckart-Young-Mirsky theorem [33].

Theorem 3: Eckart-Young-Mirsky theorem

Let A ∈ Cm×n have the singular value decomposition A = UΛV † with the singular
values ordered by descending absolute value. Furthermore, let Ak := UΛkV

† where in
Λk the singular values λk+1, . . . , λmin(m,n) are replaced by 0. Then

‖A− Ak‖ ≤ ‖A−B‖ ∀ B ∈ Cm×n with rank(B) = k (2.40)

for any unitarily invariant norm ‖·‖.

Proof. A proof for a general unitarily invariant norm is given in [33].

The significance of this theorem for quantum mechanics and in particular for MPS is given
by relating it to the Schmidt decomposition. If a state |ψ〉 is given in the form (2.39) in
terms of orthogonal bases of two subsystems, then its norm

∥∥|ψ〉
∥∥ =

∥∥∥∥∥
∑

jk

cjk |αj〉 |βk〉
∥∥∥∥∥ =

∑

jk

|cjk|2 (2.41)

is the Frobenius norm of the matrix defined by the coefficients cjk. Since the Frobenius
norm is unitarily invariant, we can apply the Eckart-Young-Mirsky theorem, stating that
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the best (in the sense of the Frobenius norm) lower-rank approximation is given by trun-
cating the singular values. Translating this result to the quantum states means that the
best (in the sense of the usual Hilbert space norm) approximation to the state with lower
Schmidt rank for the respective bipartition is obtained by simply truncating the Schmidt
coefficients to the desired rank.

2.5. Subsystems and Entanglement

A system in a pure state |ψ〉 can equivalently be described by its density matrix [32]

ρ̂ = |ψ〉〈ψ| , (2.42)

and expectation values can be expressed as 〈Ô〉 = tr(ρ̂ Ô). If the system is composed
of two subsystems A and B, meaning that its Hilbert space is H = HA ⊗ HB, then for
observables only acting on subsystem A, the expectation value can be calculated with the
reduced density matrix

ρ̂A = trB(ρ̂), (2.43)

where trB denotes the partial trace over subsystem B (i.e. the trace is only carried out in
HB) [32].

The entanglement between the two subsystems can be quantified with the help of the von
Neumann entropy [34]. For a generic system in a state specified by the density operator
ρ̂, the von Neumann entropy is defined as

S(ρ̂) = − tr(ρ̂ log ρ̂) , (2.44)

where the basis of the logarithm does not matter as long as it is used consistently.
Throughout this thesis we will use the natural logarithm.

For a bipartition AB of a quantum system in a pure state, the von Neumann entropy
of the reduced density matrix of either A or B (both yield the same value, as shown
below) is a measure for the entanglement between the subsystems. It is therefore called
entanglement entropy [34]

SAB = S(ρ̂A) = S(ρ̂B) . (2.45)

Theorem 4: Bipartite entanglement

Let a composite system AB be in an arbitrary pure state. The bipartite entanglement
entropy between the subsystems A and B is given by

SAB = −
χ∑

γ=1

λ2
γ log λ2

γ,

where λγ are the Schmidt coefficients of the bipartition AB and χ is the corresponding
Schmidt rank.
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2.5. Subsystems and Entanglement

Proof. According to Theorem 2, a pure state |ψ〉 can be Schmidt-decomposed into

|ψ〉 =
∑

i

λi |Ai〉 |Bi〉

The density matrix of the system is given by ρ̂ = |ψ〉〈ψ|, which becomes

ρ̂ =
∑

ij

λiλj |Ai〉 |Bi〉 〈Aj| 〈Bj|

in the Schmidt basis. Using the fact that the |Bi〉 form an orthonormal basis of
subsystem B, the reduced density matrix of subsystem A can be written as

ρ̂A ≡ trB ρ̂ =
∑

γ

〈Bγ|
(∑

ij

λiλj |Ai〉 |Bi〉 〈Aj| 〈Bj|
)
|Bγ〉 =

∑

γ

λ2
γ |Aγ〉〈Aγ|

and, analogously, the reduced density matrix of subsystem B reads

ρ̂B ≡ trA ρ̂ =
∑

γ

λ2
γ |Bγ〉〈Bγ| .

The von Neumann entropies as defined in (2.44) for these density matrices can be
easily calculated, because they are already written in terms of their eigenbases. One
obtains the same result for both subsystems,

S(ρ̂A) = S(ρ̂B) = −
∑

γ

λ2
γ log λ2

γ .

2.5.1. Area Laws

In the ground states of gapped1 systems with local interactions, the bipartite entanglement
satisfies an area law [34]. This means that the entanglement entropy has an upper bound
that is not proportional to the volume of the system (as for a random state), but rather
to the area of the boundary between the two subsystems.

In one dimension, the boundary between any two complementary subsystems is a single
point (or two for periodic boundary conditions). Therefore, in this case the area law
implies that the entanglement entropy is bounded by a constant independent of the system
size.

For critical one-dimensional systems, the entanglement scales as log(L) [35].

1Gapped means that there is a finite energy gap between the ground state and the first excited state in
the thermodynamic limit.
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2. Theoretical Background

2.6. Loschmidt Amplitude and Eigenstate Spectrum

The Loschmidt amplitude

L(t) = 〈ψ|e−iĤt|ψ〉 (2.46)

and the related Loschmidt echo are usually used in the context of quantum chaos [36, 37]
and work done by quenches [38, 39], but the Loschmidt amplitude has recently proved as
a powerful tool to numerically determine the eigenstate spectrum of an arbitrary state [6,
40].

Expanding the state |ψ〉 in the orthonormal eigenstates |n〉 of the Hamiltonian, |ψ〉 =∑
n cn |n〉, the Loschmidt amplitude (2.46) reads

L(t) =
∑

nn′

c∗ncn′ 〈n|e−iĤt|n′〉 =
∑

nn′

c∗ncn′ e
−iEnt 〈n|n′〉 =

∑

n

|cn|2 e−iEnt . (2.47)

We can therefore extract the overlaps with the eigenstates |cn|2 = |〈n|ψ〉|2 by Fourier
transforming the Loschmidt amplitude:

∞∫

−∞

L(t) eiωt dt =
∑

n

|cn|2
∞∫

−∞

ei(ω−En)t dt = 2π
∑

n

|cn|2δ(ω − En). (2.48)

To obtain the Loschmidt amplitude numerically, the initial state |ψ〉 is time evolved with
a method of choice and the overlap with the initial state is measured in regular intervals,
which yields a time series 〈ψ|ψ(ti)〉 = 〈ψ|e−iĤti |ψ〉 = L(ti). Due to the finite time
evolution it is advisable to use a window function for the Fourier transformation, which
we choose to be a half Gaussian Θ(t) e−ηt

2
(Θ(t) is the Heavyside step function). The

eigenstate spectrum is then obtained by evaluating the integral

∞∫

0

L(t) eiωt−ηt2 dt =
∑

n

|cn|2
∞∫

0

ei(ω−En)t−ηt2 dt , (2.49)

which in practice is cut off at a certain value tmax where the window function e−ηt
2

is
already close to zero. The remaining integral in (2.49) can be rewritten as

∞∫

0

ei(ω−En)t−ηt2 dt =
e−α

2

√
η

∞−iα∫

0−iα

e−z
2

dz with α :=
ω − En

2
√
η
,

which by Cauchy’s theorem is equal to

e−α
2

√
η



∞∫

0

e−z
2

dz −
−iα∫

0

e−z
2

dz


 .

Since on the path in the second integral, z is purely imaginary, z =: ix, the integrand
ex

2
is real and dz = i dx is imaginary. Therefore, the whole integral is purely imaginary,

while the first integral is obviously purely real and evaluates to
√
π/2.
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2.6. Loschmidt Amplitude and Eigenstate Spectrum

Thus, by taking the real part of (2.49) we obtain

L(ω) := Re



∞∫

0

L(t) eiωt−ηt2 dt


 =

√
π

4η

∑

n

|cn|2 exp

(
−(ω − En)2

4η

)
, (2.50)

which is the eigenstate spectrum of the state |ψ〉 with a Gaussian broadening of width
σ =
√

2η.
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3. Correlated Electron Models

3.1. Heisenberg Models

Heisenberg noticed that ferromagnetism originates from the interaction of electrons in a
many-electron system and can be described with the spins of electrons on a fixed lattice
[41]. The Hamiltonian corresponding to the Heisenberg model reads

ĤHeis = −J
∑

〈ij〉
Ŝi · Ŝj , (3.1)

where J is the exchange coupling and 〈ij〉 denotes all ordered pairs of nearest neighbors
in the crystal lattice. The operators Ŝi are the usual spin-1/2 operators (which are
represented by the Pauli matrices in the z-basis) with the commutation relations

[Ŝαi , Ŝ
β
j ] = i

∑

γ

εαβγŜ
γ
i δij, α, β, γ ∈ {x, y, z}. (3.2)

For J > 0, the energy is lower if the spins are aligned, hence the model describes a
ferromagnetic interaction. If J < 0, antiparallel alignment of the spins is favored and in
this case, (3.1) describes an antiferromagnet [42].

The Hamiltonian (3.1) describes the special case of a system with homogeneous and
isotropic exchange coupling. For a generic system of spins fixed in space with nearest
neighbor interactions (sometimes called XYZ model) the Hamiltonian is given by

ĤXYZ = −
∑

〈ij〉

(
JxijŜ

x
i Ŝ

x
j + JyijŜ

y
i Ŝ

y
j + JzijŜ

z
i Ŝ

z
j

)

with different couplings in each direction and on each site.

Apart from the isotropic Heisenberg model (3.1) another frequently used special case is the
XXZ model, where the coupling is assumed to be the same in two directions and different
in the third. Expressing the Ŝx and Ŝy operators in terms of the ladder operators

Ŝ± = Ŝx ± iŜy

and assuming a homogeneous system leads to the Hamiltonian

ĤXXZ = −
∑

〈ij〉

[
1
2
Jxy

(
Ŝ+
i Ŝ
−
j + Ŝ−i Ŝ

+
j

)
+ JzŜzi Ŝ

z
j

]
. (3.3)

By the transformation Ŝxi → (−1)iŜxi , Ŝyi → (−1)iŜyi , Ŝzi → Ŝzi (which leaves the commu-
tation relations (3.2) unchanged) one can see that the model for Jxy and−Jxy is equivalent
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3. Correlated Electron Models

on a bipartite lattice. Hence, we can restrict Jxy to positive values and the character of
the model can only depend on the sign of Jz. Comparison with the isotropic case (3.1)
shows that the model describes a ferromagnet for Jz = Jxy (and also for Jz > Jxy) and
an antiferromagnet for Jz = −Jxy (and also for Jz < −Jxy) [42].

In the limit of very large anisotropy Jz/Jxy → ±∞, the XXZ model becomes equal to
the Ising model.

3.1.1. Ground State of the XXZ Model in 1D

Being an integrable model (see Section 3.4), the XXZ model can be solved exactly by
the Bethe ansatz in one dimension [43]. Often, Bethe ansatz calculations are rather
cumbersome and still involve a numerical solution in the end, but for the ground state

energy of the XXZ model with
∑

i

〈
Ŝzi

〉
= 0 and ∆ := Jz/Jxy < −1 in the thermodynamic

limit, Yang and Yang [44, 45] have found the explicit formula

lim
L→∞

E0

JxyL
= −∆

4
−
√

∆2 − 1

(
1

2
+ 2

∞∑

n=1

[
1 + e2nλ

]−1

)
, (3.4)

where cosh(λ) = −∆ and λ > 0.

In the antiferromagnetic phase at ∆ < −1, the model is known to have a two-fold degen-
erate ground state with a gap to the first excited state in the thermodynamic limit [46].
Assuming a finite even number of sites with open boundary conditions, the ground state
is non-degenerate [46] and the energy difference between the two lowest states (which
become the degenerate ground state in the thermodynamic limit) vanishes exponentially
when L→∞ [47].

3.1.2. Symmetries and Conserved Quantities in the XXZ Model

Due to the isotropy in the x-y plane, the XXZ Hamiltonian (3.3) has a rotational sym-
metry around the z-axis. Global rotation of spins around the z-axis is generated by
the z-component of the total spin Ŝz :=

∑
i Ŝ

z
i , which is thus the conserved quantity

corresponding to this continuous symmetry [48],

[ĤXXZ, Ŝz] = 0. (3.5)

Besides, the Hamiltonian is invariant under flipping all spins (Ŝ+
i ↔ Ŝ−i , Ŝzi → −Ŝzi for

all i). This corresponds to the particle-hole symmetry of the equivalent fermionic T-V
model (Section 3.2).

3.2. Interacting Spinless Fermions (T-V Model)

The T-V model describes spinless fermions with nearest-neighbor interactions [7]. In real
materials, spinless electrons do not exist, but this simple model is a good starting point
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3.2. Interacting Spinless Fermions (T-V Model)

for the theoretical investigation of strongly correlated electrons. Besides, in one dimension
with open boundary conditions it is equivalent to the XXZ model (see Section 3.2.1).

Usually, the hopping integral giving the model its name is denoted by a lowercase t, but to
avoid confusion with time, we use a capital T for the hopping in this thesis. Therefore,
we also refer to this model as the T-V model, whereas in the literature it is commonly
known as t-V model.

The model is obtained from the tight-binding model by adding nearest-neighbor Coulomb
interactions, i.e.

ĤTV =
∑

〈ij〉

(
−Tc†icj − T ∗c†jci + V n̂in̂j

)
. (3.6)

It is easy to check that the Hamiltonian commutes with the operator of the total particle
number N̂ =

∑
i n̂i and therefore the particle number is conserved.

Throughout this thesis, we use the particle-hole symmetric version of the Hamiltonian.
In one dimension with open boundary conditions, it reads

ĤTV =
L−1∑

i=1

(
−Tc†ici+1 − T ∗c†i+1ci + V

(
n̂i − 1

2

) (
n̂i+1 − 1

2

))
, (3.7)

and thus differs from (3.6) by the terms

V
L−1∑

i=1

(
−1

2
n̂i − 1

2
n̂i+1 + 1

4

)
= −V N̂ + V

L− 1

4
+

1

2
(n̂1 + n̂L).

The first term, which is proportional to the total particle number, is either constant or
can be absorbed into the chemical potential in a grand-canonical description, and the
second term is constant anyway. Hence, the two Hamiltonians are equivalent except for
the boundary term. A proof that (3.7) is particle-hole symmetric is given in Appendix B.

3.2.1. Equivalence to the XXZ Model in 1D

On a local single-particle Hilbert space, the action of spin operators on a spin-1/2 particle
is identical to the action of creation and annihilation operators on the isomorphic local
Hilbert space of a spinless fermionic orbital. In terms of their action on basis states, these
operators are defined by

c |0〉 = c† |1〉 = 0 , Ŝ− |↓〉 = Ŝ+ |↑〉 = 0 ,

c† |0〉 = |1〉 , Ŝ+ |↓〉 = |↑〉 ,
c |1〉 = |0〉 , Ŝ− |↑〉 = |↓〉 .

For a single particle we thus have the analogies

|0〉 ↔ |↓〉 , |1〉 ↔ |↑〉 , c↔ Ŝ−, c† ↔ Ŝ+, n̂ = c†c↔ Ŝz + 1
2
.
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3. Correlated Electron Models

However, on a Fock space comprising multiple local Hilbert spaces (e.g. a lattice with
multiple sites), the action of fermionic and spin operators differs due to the commutation
rules. While fermionic operators acting on different sites anticommute, spin operators
commute. To map these operators onto each other, we make use of the Jordan-Wigner
transformation [49].

Let b†j, bj be creation and annihilation operators, which obey the commutation rules of
the spin operators, i.e.

[Ŝ−i , Ŝ
−
j ] = 0 ↔ [bi, bj] = 0,

[Ŝ+
i , Ŝ

−
j ] = 2Ŝzi δij ↔ [b†i , bj] = (2b†ibi − 1)δij.

To obtain the desired fermionic anticommutation rules, we define new operators

cj = exp

(
iπ

j−1∑

n=1

b†nbn

)
bj. (3.8)

By counting the number of fermions “before” the site j where the operator is applied,
this transformation introduces the sign, which originates from shifting the operator past
the creation operators in a natural-ordered fermionic basis state

(c†1)n1 · · · (c†M)nM |0〉 .
The proof that the operators cj and c†j defined by (3.8) indeed fulfill the fermionic anti-
commutation relations is given in Appendix C.

Writing the Hamiltonian of the one-dimensional XXZ model with open boundary condi-
tions in terms of the operators b and b† (which corresponds to a simple renaming of states
and operators) yields

Ĥ ′XXZ = −
L−1∑

j=1

[
1
2
Jxy

(
b†jbj+1 + h.c.

)
+ Jz

(
b†jbj − 1

2

)(
b†j+1bj+1 − 1

2

)]
. (3.9)

In the on-site terms like b†jbj, the phase factors from the transformation (3.8) cancel out

and therefore b†jbj = c†jcj. Applying the inverse of the transformation to the term b†jbj+1

results in
b†jbj+1 = c†j exp

(
−iπc†jcj

)
cj+1 = c†jcj+1,

because the creation operator to the left of the exponential forces the site j to be empty
before its application. We obtain

Ĥ ′XXZ = −
L−1∑

j=1

[
1
2
Jxy

(
c†jcj+1 + h.c.

)
+ Jz

(
n̂j − 1

2

)(
n̂j+1 − 1

2

)]
, (3.10)

which is exactly the Hamiltonian of the one-dimensional, particle-hole symmetric T-V
model with T = Jxy/2 and V = −Jz.
Since the Hamiltonians (3.9) and (3.10), corresponding to the XXZ model and the T-V
model in one dimension with open boundary conditions, are formally equivalent, they
share the same spectrum and therefore all expectation values are identical. However, Ŝ±

and c†, c are still different operators and correlation functions such as 〈Ŝ+
i Ŝ
−
j 〉 and 〈c†icj〉

are in general different from each other (except if i and j are nearest neighbors).
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3.2. Interacting Spinless Fermions (T-V Model)

3.2.2. Ground State of the T-V Model in 1D

Due to the equivalence to the XXZ model with open boundary conditions via the Jordan-
Wigner transformation, the T-V model shares the ground state properties of the XXZ
model (see Section 3.1.1). Using (3.4) with the substitutions Jxy = 2T and ∆ = −V/2T ,
we obtain for the ground state energy for V/T > 2 at half filling in the thermodynamic
limit

lim
L→∞

E0

TL
=

V

4T
−
√

(V/T )2 − 4

(
1

2
+ 2

∞∑

n=1

[
1 + e2nλ

]−1

)
, (3.11)

where cosh(λ) = V/2T and λ > 0. This result furthermore enables us to calculate an
exact expression for the ground state nearest-neighbor occupancy

N :=
L−1∑

i=1

〈(ni − 1
2
)(ni+1 − 1

2
)〉 (3.12)

per site, because

E = 〈ĤTV〉 = −T
L−1∑

i=1

〈c†ici+1 + h.c.〉+ VN

and hence N = ∂E/∂V . Thus, the nearest-neighbor occupancy per site in the ground
state is given by the derivative of (3.11) with respect to V ,

lim
L→∞

N0

L
=

1

4
− V√

V 2 − 4T 2

(
1

2
+ 2

∞∑

n=1

[
1 + e2nλ

]−1

)
+2

∞∑

n=1

n [1 + cosh(2nλ)]−1 . (3.13)

When exchanging the order of the limit and the derivative we implicitly assumed that
N0/L as a function of V converges uniformly on (2T,∞) as L→∞ [50, thm 7.17].

3.2.3. Extensions of the T-V Model

Due to the 1/r-dependence of the Coulomb potential and particularly the exponential
screening by other electrons, in real materials the two-body interaction decreases rapidly
with distance. This justifies the restriction of the interaction V to nearest neighbors in the
T-V model. The hopping integrals are also much smaller for more distant sites because of
the strong localization of the Wannier functions. Nevertheless, the most obvious extension
of the T-V model is the inclusion of next-nearest neighbor terms, which leads to what we
will call the extended T-V model. In one dimension, its Hamiltonian is given by

ĤTVe = ĤTV +
L−2∑

i=1

(
−T2c

†
ici+2 − T ∗2 c†i+2ci + V2

(
n̂i − 1

2

) (
n̂i+2 − 1

2

))
. (3.14)

For T2 6= 0, the model is no longer particle-hole symmetric, because no bipartition of
the system provides opposite signs for both nearest and next-nearest neighbor pairs.
Therefore, the change of sign in the hopping part of the Hamiltonian can no longer be
compensated by a canonical transformation (see Appendix B).
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3. Correlated Electron Models

3.3. Hubbard Model

The Hubbard model was introduced by John Hubbard to describe the correlations of d-
electrons in solids [51]. Starting from the generic Hamiltonian of electrons with two-body
interaction on a lattice with L sites,

Ĥ = −
L∑

i,j=1

∑

σ

Tijc
†
iσcjσ +

L∑

i,j,k,l=1

∑

σσ′

Uijklc
†
iσc
†
jσ′c

†
kσ′clσ ,

he argued that the on-site Coulomb interaction Uiiii is much larger than the other elements
of Uijkl and proposed the approximation Uijkl ≈ U

2
δijδikδil. This leads to the Hamiltonian

Ĥ = −
L∑

i,j=1

∑

σ

Tijc
†
iσcjσ +

U

2

L∑

i=1

∑

σ,σ′

n̂iσn̂iσ′

= −
L∑

i,j=1

∑

σ

Tijc
†
iσcjσ + U

L∑

i=1

n̂i↑n̂i↓ +
U

2

L∑

i=1

(n̂i↑ + n̂i↓) ,

where n̂iσ = c†iσciσ is the particle number operator counting the particles with spin σ at
site i. The last term is proportional to the total number of electrons and can therefore
be dropped, since it is either constant for a fixed particle number or can be absorbed into
the chemical potential in a grand-canonical description.

A further commonly applied approximation is to restrict the range of the hopping Tij
to nearest neighbors. Assuming homogeneous and isotropic hopping T , we obtain the
following simple Hamiltonian, which in this thesis will be referred to as the Hubbard
model :

ĤHub = −T
∑

〈ij〉

∑

σ

c†iσcjσ + U
L∑

i=1

n̂i↑n̂i↓ . (3.15)

The term with i = j was omitted, because it is again proportional to the total particle
number.

In the limit of very strong coupling U � T , the Hubbard model (3.15) at half filling is
equivalent to the isotropic Heisenberg antiferromagnet with J = −2T 2/U [17, 4.1.6].

In one dimension, the Hubbard Hamiltonian simplifies to

Ĥ = −T
L−1∑

i=1

∑

σ

(c†iσci+1,σ + c†i+1,σciσ) + U
L∑

i=1

n̂i↑n̂i↓ . (3.16)

3.4. Integrability

Integrability is a concept that originates from classical mechanics. A classical system with
N coordinates (i.e. a 2N -dimensional phase space) is said to be integrable ifN independent
constants of motion exist, providing the possibility to integrate the equations of motion
from given initial conditions.
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3.5. Impact Ionization

Although this concept is not trivially extendible to quantum mechanics for several reasons
[48, 52], the term is often used in the context of quantum mechanical models and com-
monly equated with solvability by the Bethe ansatz (which was introduced by Hans Bethe
in 1931 [43] and has since then been used to exactly solve numerous models). Assuming a
quantum system on a lattice, a possible definition of integrability that keeps the spirit of
the classical definition is, that a system is integrable if one can find an extensive number
(i.e. infinitely many in the thermodynamic limit) of local operators which commute with
each other and with the Hamiltonian [52]1.

All models mentioned above (isotropic Heisenberg model, XXZ model, T-V model and
Hubbard model) are integrable in one dimension [52], but only as long as the interaction
range does not exceed nearest neighbors [7].2

3.5. Impact Ionization

Impact ionization originally refers to ionization by electron-electron scattering in atoms
(e.g. in gas discharges) [54] or semiconductors [55]. In the latter case, a high-energy
electron in the conduction band creates a second electron-hole pair by lifting another
electron from the valence band to the conduction band. A comparable process can also
occur in excited states of Mott-Hubbard insulators (insulating phases of the Hubbard
model), where a high-energy electron in the upper Hubbard band can excite a second
electron from the lower into the upper band. In the Hubbard model, this corresponds to
the creation a doublon-hole pair (one doubly occupied and one empty site) [3].

This process can thus create additional charge carriers using excess energy of excited elec-
trons, if it happens on a shorter time scale than electron-phonon scattering (or scattering
with other degrees of freedom such as spin). Concerning an application as a solar cell, this
would allow to obtain multiple excitons from a single high-energy photon and therefore
to overcome the Shockley-Queisser limit [1] which sets an upper bound to the efficiency
of photovoltaic cells operated with the sun’s blackbody radiation [3, 56]. In conventional
semiconductor-based solar cells, impact ionization does not play a significant role because
electron-phonon scattering in these materials is faster than electron-electron scattering
[57, 58].

Since the total number of doublons in the Hubbard model is proportional to the potential
energy (see Section 3.3), impact ionization can as well be viewed as a conversion of kinetic
energy into potential energy mediated by electron-electron interactions [5]. Transferring
this idea to the T-V model of spinless fermions (Section 3.2), we can equate impact
ionization in the Hubbard model with an increase of the nearest-neighbor occupancy N
at the expense of kinetic energy. In the context of the T-V model, we will therefore refer
to this process as impact ionization. A more detailed analysis of the phenomena in the
T-V model is given in Section 5.2.4.

1In the reference this is referred to as linear integrability.
2With next-nearest neighbor density interactions, the model can be made integrable by adding a con-

served term to the Hamiltonian [53, sec. 4.3.2].
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3. Correlated Electron Models

In the Hubbard model, impact ionization has been observed in various theoretical cal-
culations in many lattice geometries [3, 5, 6]. It has, however, not occurred in the one-
dimensional Hubbard model with only nearest-neighbor coupling [5], which is an integrable
model. On the other hand, the Hubbard model with a ladder geometry (equivalent to a
chain with additional longer-range couplings, not integrable) did show impact ionization
[5]. One might therefore conjecture that integrability with its extensive number of con-
served quantities is the reason for the absence of impact ionization in the 1D Hubbard
model. A closer investigation of the relationship between integrability and impact ion-
ization, using the T-V model as a simple example, is one of the purposes of this thesis
and will be done in Section 5.2. It will turn out that non-integrability does not always
coincide with the occurrence of impact ionization.
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4. Matrix Product States (MPS)

When working with many-particle systems, one always encounters the problem of ex-
ponential growth of the Hilbert space with the system size. This makes it impossible to
store generic states of large systems on a classical computer. For a certain important class
of states, namely ground states of local gapped Hamiltonians in one dimension, matrix
product states provide an efficient parametrization for very good approximations to the
state [10].

This chapter gives an overview of matrix product states and the related methods used in
the present thesis and is mainly based on the review by Schollwöck [10].

4.1. Decomposition of States into Matrix Products

Consider a quantum system on a lattice with L sites and a local Hilbert space Hloc with
dimension d at each site. A general pure state of this system can be written in the form

|ψ〉 =
d∑

s1,s2,...,sL=1

cs1s2...sL |s1s2 . . . sL〉 (4.1)

where |sj〉 ∈ Hloc are the local basis vectors at site j, e.g. sj ∈ {↑, ↓} for the Heisenberg
model or sj ∈ {0, ↑, ↓, ↑↓} for the Hubbard model, and cs1s2...sL are the dL complex coef-
ficients of the basis vectors of the product space HL

loc. These coefficients can be thought
of as a d× dL−1 matrix cs1(s2...sL) and singular-value decomposed into

cs1(s2...sL) =
d∑

α1=1

U (1)
s1α1

λα1V
†
α1(s2...sL) =:

d∑

α1=1

U (1)
s1α1

c(1)
α1s2...sL

.

The new matrix U
(1)
s1α1 is of dimension d× d. Now the indices of c(1) can be regrouped as

c
(1)
(α1s2)(s3...sL) and a singular value decomposition of this matrix leads to

cs1s2...sL =
d∑

α1=1

d2∑

α2=1

U (1)
s1α1

U
(2)
(α1s2)α2

c(2)
α2s3...sL

with a new d2 × d2-matrix U
(2)
(α1s2)α2

. Relabeling U
(1)
s1α1 = A

[1]s1
α1 and U

(2)
(α1s2)α2

= A
[2]s2
α1α2 and

repeating the procedure for all indices si finally results in

cs1s2...sL =
∑

{αi}
A[1]s1
α1

A[2]s2
α1α2

A[3]s3
α2α3

. . . A[L−1]sL−1
αL−2αL−1

A[L]sL
αL−1

.
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4. Matrix Product States (MPS)

The state that was originally described by the coefficients cs1s2...sL can then be written in
terms of the matrices A[j]sj as

|ψ〉 =
∑

{si}

∑

{αi}
A[1]s1
α1

A[2]s2
α1α2

A[3]s3
α2α3

. . . A[L−1]sL−1
αL−2αL−1

A[L]sL
αL−1
|s1s2 . . . sL〉 (4.2)

with the shorthand notation
∑
{si} for summation over s1, . . . , sL from 1 to d. This form

is called matrix product state (MPS). Up to here, no approximations have been made and
(4.1) and (4.2) are equivalent representations of the same state.

MPS can also be thought of as a generalization of product states. If all matrices are
1-by-1, the form (4.2) falls apart into

|ψ〉 =

(
d∑

s1=1

A[1]s1 |s1〉
)
⊗
(

d∑

s2=1

A[2]s2 |s2〉
)
⊗ . . .⊗

(
d∑

sL=1

A[L]sL

)
(4.3)

with scalars A[j]sj , which is a generic product state. Thus, product states are a subset of
MPS, namely those with 1-by-1 matrices.

In terms of memory required to store the state, the exact MPS representation does not
have any advantage over the representation (4.1), because the j-th matrices A[j]sj are of
dimension dj−1 × dj, i.e. the required matrix dimensions to describe a generic state grow
exponentially with the size of the system. However, many physically relevant states can
be very well approximated by MPS with much smaller matrix dimensions. In particular
this is true for the ground states of one-dimensional gapped systems [10], which has to do
with the area law for the entanglement entropy that they satisfy (see Section 2.5.1).

4.2. Graphical Representation of Tensor Networks

Matrix product states and manipulations on them can be visualized using the graphical
notation for tensors proposed by Penrose [59]. A tensor is represented by a geometrical
shape with one “leg” for each index, thus the number of legs is equal to the rank of the
tensor. As an example for this notation, the graphical representation of a rank 3 tensor
is shown in Figure 4.1.

α β

γ

A

Figure 4.1. Graphical representation of a tensor Aαβγ .

Contraction of two tensors is indicated by connecting the corresponding legs and a tensor
product by simple juxtaposition (see Figure 4.2).

Concerning MPS, the matrices A[j]sj can be interpreted as third rank tensors A
[j]sj
αj−1αj and

the state (or actually the tensor of coefficients cs1s2...sL) is given by the contraction of
adjacent tensors over the indices αj, as shown in Figure 4.3.
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4.3. Canonical Representations

α
β

γ

ε = α ε

γ

A B C

α β

γ

δ ε

=
α

δ

β

ε

γ

A

B

D

Figure 4.2. Graphical representation of the tensor contraction AαβγBβε = Cαεγ (left) and
the tensor product AαβγBδε = Dαβγδε (right).

s1 s2 s3 s4 s5

A[1] A[2] A[3] A[4] A[5]

=

Figure 4.3. Graphical representation of an MPS with 5 sites. The labels of the tensors
and indices are often omitted, because they provide no important information.

The up-pointing indices si are the indices of the coefficient cs1s2...sL , which are called
physical indices or site indices, while the (horizontal) matrix indices arise from the de-
composition and are called bond indices or auxiliary indices.

4.3. Canonical Representations

The MPS representation (4.2) is not unique, because any transformation of the form

A[j]sj → A[j]sjX, A[j+1]sj+1 → X−1A[j+1]sj+1

with an arbitrary invertible matrix X gives a different set of matrices which describe the
same state. Hence, MPS have a gauge degree of freedom. This fact allows to demand
additional properties of the matrices, which can drastically facilitate manipulations of the
MPS. These special gauges are called canonical forms [10].

4.3.1. Left- and Right-Canonical Form

By the construction described in Section 4.1 the matrices obey

d∑

sj=1

χj−1∑

β=1

A
[j]sj†
αβ A

[j]sj
βγ =

d∑

sj=1

χj−1∑

β=1

A
[j]sj∗
βα A

[j]sj
βγ =

d∑

sj=1

χj−1∑

β=1

U
(j)∗
(βsj)α

U
(j)
(βsj)γ

=

dχj−1∑

(βsj)=1

U
(j)†
α(βsj)

U
(j)
(βsj)γ

= δαγ

because U (j) originates from an SVD and is therefore unitary. Here, χj−1 is the dimension
of the (j−1)-th bond index, called the bond dimension at that bond. The above condition
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4. Matrix Product States (MPS)

can be written more compactly as

d∑

sj=1

A[j]sj†A[j]sj = 1, (4.4)

and matrices for which (4.4) holds true are called left-orthogonal. If all matrices of an
MPS satisfy (4.4), it is said to be in left-canonical form. In this thesis, left-orthogonal
matrices are denoted by A and represented graphically by right-pointing triangles (see
Figure 4.4). The condition in general does not hold for the last matrices (or actually
vectors) A[L]sL , because they correspond to ΛV † from the last SVD. However, for these
vectors the expression in (4.4) yields a scalar and

d∑

sL=1

A[L]sL†A[L]sL = 1

if and only if the state is normalized, i.e. 〈ψ|ψ〉 = 1 (for more details see Section 4.5.2).

The procedure in Section 4.1 could as well have been carried out starting at the last site
L, i.e. decomposing

c(s1...sL−1)sL =
d∑

αL−1=1

U(s1...sL−1)αL−1
λαL−1

V (L)†
αL−1sL

=:
d∑

αL−1=1

c(L−1)
s1...sL−1αL−1

V (L)†
αL−1sL

and iterating from right to left. Then, with B
[j]sj
αj−1αj := V

(j)†
(αj−1sj)αj

we obtain the MPS in

the form
cs1s2...sL =

∑

{αi}
B[1]s1
α1

B[2]s2
α1α2

. . . B[L]sL
αL−1

and this time the unitarity of the V (j) leads to the condition

d∑

sj=1

B[j]sjB[j]sj† = 1. (4.5)

Matrices which fulfill (4.5) are called right-orthogonal and an MPS in which all matrices
are right-orthogonal is called right-canonical. In this thesis, right-orthogonal matrices are
denoted by B and represented graphically by left-pointing triangles (see Figure 4.4).

A[j]∗

A[j]

αj−1

αj

α′j

=
αj

α′j

B[j]∗

B[j]

αj

αj−1

α′j−1

=
αj−1

α′j−1

Figure 4.4. Graphical representation of the orthogonality conditions for left- and right-
orthogonal MPS matrices.
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4.3. Canonical Representations

4.3.2. Mixed-Canonical Form and Schmidt Decomposition

It will turn out that it is often particularly useful to have an MPS in the mixed-canonical
form, where all matrices up to a certain site j − 1 are left-orthogonal and all matrices
starting from site j + 1 are right-orthogonal. The site j is then called the orthogonal-
ity center of the MPS and the matrices at this site do not have special orthogonality
properties. An example of a mixed-canonical MPS is shown in Figure 4.5.

A[1] A[2] A[3] M [4] B[5] B[6] B[7] B[8] B[9]

Figure 4.5. Graphical representation of a mixed-canonical MPS with the orthogonality
center at site 4.

An additional SVD of two adjacent matrices of which one is at the orthogonality center
gives an MPS in the form A[1] . . . A[j]Λ[j]B[j+1] . . . B[L]. Defining the vectors

|Aα〉 :=
∑

s1,...,sj

∑

α1,...,αj−1

A[1]s1
α1

A[2]s2
α1α2

. . . A[j]sj
αj−1α

,

|Bα〉 :=
∑

sj+1,...,sL

∑

αj+1,...,αL−1

B[j+1]sj+1
ααj+1

. . . B[L−1]sL−1
αL−2αL−1

B[L]sL
αL−1

,

the state of the system can then be written as

|ψ〉 =
∑

α

λα |Aα〉 |Bα〉 . (4.6)

Since the sets |Aα〉 and |Bα〉 are orthonormal due to the orthogonality properties (4.4)
and (4.5) of the A and B matrices, this is the Schmidt decomposition with respect to the
bipartition (1, . . . , j)(j + 1, . . . , L). Hence, the Schmidt decomposition for the bipartition
at a certain bond can be read off from an MPS directly only if all matrices to the left of
this bond are left-orthogonal and all to the right are right-orthogonal.

In particular, this means that the calculation of the von Neumann entanglement entropy
across the bond between j and j + 1 is straightforward if the state is given as a mixed-
canonical MPS with the orthogonality center at site j (or j + 1): We must simply SV-
decompose the matrix M [j]B[j+1] and from the singular values calculate the entanglement
entropy according to Theorem 4.

Since the maximum von Neumann entanglement entropy S of a bipartition with bond
dimension χ is lnχ (which is attained if all singular values are the same), a bond di-
mension of approximately eS is required to encode a certain entanglement entropy. For
one-dimensional states satisfying an area law (see Section 2.5.1), the entanglement en-
tropy does not grow with the system size and thus these states can be well approximated
by MPS even for large systems.
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4. Matrix Product States (MPS)

4.3.3. Canonical (ΓΛ-)Form

For certain considerations, it is advantageous to store the Schmidt values in separate
matrices. Such a form was introduced by Vidal [60] and can be obtained from the left-
canonical form by defining

A
[j]sj
αβ = λ[j−1]

α Γ
[j]sj
αβ (4.7)

where λ
[j−1]
α are the Schmidt values of the bond between sites j − 1 and j. With the

additional definitions λ
[0]
α = λ

[L]
α = 1, the MPS can then be written as

cs1s2...sL =
1∑

α0=1

χ1∑

α1=1

. . .
1∑

αL=1

λ[0]
α0

Γ[1]s1
α0α1

λ[1]
α1

Γ[2]s2
α1α2

. . .Γ[L]sL
αL−1αL

λ[L]
αL

(4.8)

which is called the canonical form. In this thesis, Γ-matrices are denoted by disks and the
diagonal matrices Λ (with the Schmidt values λα on the diagonal) by small diamonds, as
shown in Figure 4.6. For an MPS given in this form, the Schmidt values of a bipartition
of the system at any bond can be directly read off without additional SVDs. How an
MPS can be cast into this form is described in Section 4.3.4.

Λ[0] Γ[1] Λ[1] Γ[2] Λ[2] Γ[3] Λ[3] Γ[4] Λ[4]

Figure 4.6. Graphical representation of a canonical MPS.

Both left- and right-orthogonal matrices can be constructed straightforwardly from the
canonical form: The left- and right-orthogonal matrices A and B for each site are related
to each other, because Schmidt decompositions of the state at two adjacent bonds lead
to the two equivalent representations

cs1s2...sL =
∑

{αi}
A[1]s1
α1

A[2]s2
α1α2

. . . A[j−1]sj−1
αj−2αj−1

A[j]sj
αj−1αj

λ[j]
αj
B[j+1]sj+1
αjαj+1

. . . B[L]sL
αL−1

=
∑

{αi}
A[1]s1
α1

A[2]s2
α1α2

. . . A[j−1]sj−1
αj−2αj−1

λ[j−1]
αj−1

B[j]sj
αj−1αj

B[j+1]sj+1
αjαj+1

. . . B[L]sL
αL−1

and hence A[j]sjΛ[j] = Λ[j−1]B[j]sj . Together with the definition (4.7), we thus have the
following relationships between the matrices A, B, Λ and Γ:

A[j]sj = Λ[j−1]Γ[j]sj , (4.9)

B[j]sj = Γ[j]sjΛ[j] . (4.10)

With the orthogonality conditions (4.4) and (4.5) this implies the conditions

d∑

sj=1

Γ[j]sj†Λ[j−1]†Λ[j−1]Γ[j]sj =
d∑

sj=1

Γ[j]sj†(Λ[j−1]
)2

Γ[j]sj = 1 , (4.11)

d∑

sj=1

Γ[j]sjΛ[j]Λ[j]†Γ[j]sj† =
d∑

sj=1

Γ[j]sj
(
Λ[j]
)2

Γ[j]sj† = 1 , (4.12)
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4.3. Canonical Representations

Γ[j]∗

Γ[j]

Λ[j−1]

Λ[j−1]

=

Γ[j]∗

Γ[j]

Λ[j]

Λ[j]

=

Figure 4.7. Graphical representation of the orthogonality conditions for the Λ- and Γ-
matrices of a canonical MPS.

the graphical representation of which is shown in Figure 4.7.

To obtain the canonical ΓΛ-form, we can first bring the MPS into left- or right-canonical
form (see Section 4.3.4) and remember the matrix of singular values Λ at each bond. Then
(4.9) or (4.10) can be used to obtain the Γ-matrices as

Γ[j]sj =
(
Λ[j−1]

)−1
A[j]sj or Γ[j]sj = B[j]sj

(
Λ[j]
)−1

.

In order to avoid numerical problems due to very small singular values, a pseudoinverse
should be used where diagonal elements corresponding to singular values below a certain
threshold are set to zero in the inverse. Besides, depending on the implementation of the
SVD the Λ matrices may contain singular values which are actually zero1, which is also
taken care of by the pseudoinverse. As a consequence of using the pseudoinverse, this
procedure does not exactly preserve the orthogonality and norm of the state which can
lead to problems in certain algorithms [10]. In the present thesis, the ΓΛ-representation
is used merely for conceptual considerations.

4.3.4. Orthogonalization and Normalization

If an MPS is given in an arbitrary gauge with matrices M
[j]sj
αj−1αj (where α0 and αL are

dummy indices with dimension 1), it can be transformed to a left-canonical form by
starting at the left end of the system and subsequently SV-decomposing the matrices

M̃(αj−1sj)(αj+1sj+1) =

χj∑

αj=1

M [j]sj
αj−1αj

M [j+1]sj+1
αjαj+1

(4.13)

into

M̃(αj−1sj)(αj+1sj+1) =

χj∑

γ=1

U(αj−1sj)γλγV
†
γ(αj+1sj+1) . (4.14)

The resulting matrices are then reshaped as

A[j]sj
αj−1αj

= U(αj−1sj)αj , M [j+1]sj+1
αjαj+1

= λαjV
†
αj(αj+1sj+1) , (4.15)

1These singular values correspond to irrelevant subspaces, because the respective columns of U and rows
of V † are multiplied with 0 anyway, and therefore it does not matter if we also set them to zero in
the inverse.

35

evertz
Typewriter
! Note on (eq 4.14): Contrary to the derivation of an MPS (page 29f), here we do not decompose the whole coefficient c_(s1 s2 ...) of the state.Therefore the "lambda" occuring in eq (4.14) etc. during the first sweep from left to right are NOT the singular values of a Schmidt decomposition of the state psi.In order to get the correct singular values, we first have to do a sweep from left to right, as described here, giving us correctly left-normalized  A-matrices.We can then do another sweep, from right to left (see next page), to obtain the singular values lambda and right normalized B-matrices.With the singular values we can then calculate Gamma-matrices by using equation (4.9) or (4.10).

evertz
Typewriter
see note below

evertz
Typewriter
Easier alternative: work with one M-matrix at a time,see Schollwöck 2011, p. 129f.  Again, a second sweep is necessary,from right to left,  if one wants to obtain the singular values lambda. For this second sweep one needs to combine indices on V^dagger like in eq (4.15) here.



4. Matrix Product States (MPS)

where the summation index γ was renamed to αj. Again, the unitarity of U implies the
left-orthogonality of the newly formed A. Thus, after moving through the system from
left to right and applying the described steps for every lattice site, the MPS is in left-
canonical form. If the initial MPS was not normalized, then in the last step a constant
remains that must be dropped to obtain a normalized state. Figure 4.8 shows the first
step of the described procedure graphically.

= = =

Figure 4.8. Procedure for left-orthogonalizing an arbitrarily gauged MPS.

Analogously, the MPS can be cast into the right-canonical form by moving through the
system from right to left, performing the same SVDs and defining

M [j]sj
αj−1αj

= U(αj−1sj)αjλαj , B[j+1]sj+1
αjαj+1

= V †αj(αj+1sj+1) . (4.16)

For a mixed-canonical MPS, one single step following (4.13), (4.14) and then (4.15) or
(4.16) can be used to shift the orthogonality center one site to the right or left.

4.4. Truncation

In order to avoid exponential growth in the matrix dimensions of the MPS with increasing
system size, a truncation procedure must be employed. Ideally, this procedure should
produce small and controllable errors when truncating the matrices. These requirements
are perfectly fulfilled by discarding the smallest Schmidt values at each bond [10].

The Schmidt decomposition of the exact state at a certain bond, which divides the system
into two subsystems A and B, reads

|ψ〉 =
r∑

i=1

λi |Ai〉 |Bi〉 .

Here r is the bond dimension at the respective bond, which is simply the Schmidt rank.
According to the Eckart-Young-Mirsky theorem (Theorem 3), the best approximation
with a given matrix dimension χ < r at that bond is

|ψ′〉 =

χ∑

i=1

λi |Ai〉 |Bi〉 ,

assuming that the Schmidt values are given in descending order.

To restore the normalization of the state, the remaining Schmidt values must be rescaled.
If the original state is normalized, then

r∑

i=1

λ2
i = 1. (4.17)
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4.4. Truncation

For the truncated state this means
χ∑

i=1

λ2
i = 1−

r∑

i=χ+1

λ2
i =: 1− w, (4.18)

where w is called the discarded weight. Thus, the normalized truncated state is given by

|ψ̃〉 =
1√

1− w |ψ
′〉 .

It is important to keep in mind that the SVD of the product of two adjacent matrices is
equivalent to the Schmidt decomposition of the state only if all matrices to the left are
left-orthogonal and all to the right are right-orthogonal. Therefore, for the truncation at
a certain bond, the MPS must be given either in the ΓΛ-form or in the mixed-canonical
form with the orthogonality center at one of the sites next to the respective bond [61].

As a measure for the truncation error, the distance between the full MPS |ψ〉 and the
truncated MPS |ψ̃〉 can be used, which according to Section 2.4 can be written in terms
of the Frobenius norm of the matrix containing the Schmidt values:

∥∥|ψ̃〉 − |ψ〉
∥∥2

=
∥∥Λ̃− Λ

∥∥2

F
=

r∑

i=1

|λ̃i − λi|
2

=
r∑

i=1

(λ̃2
i + λ2

i − 2λ̃iλi).

Since the Schmidt values of the truncated and normalized state are given by λ̃i =
λi/
√

1− w for i ≤ χ and λ̃i = 0 otherwise, we obtain with (4.17) and (4.18)

∥∥|ψ̃〉 − |ψ〉
∥∥2

= 1+

χ∑

i=1

λ2
i

1− w −2

χ∑

i=1

λ2
i√

1− w = 1+
1− w
1− w −2

1− w√
1− w = 2

(
1−
√

1− w
)
.

Since w � 1, the square root can be expanded into a Taylor series, yielding

∥∥|ψ̃〉 − |ψ〉
∥∥2

= 2
(

1−
(

1− w

2
+O

(
w2
)))

= w +O
(
w2
)
.

Therefore, the truncation error in terms of the wave functions is given by
∥∥|ψ̃〉 − |ψ〉

∥∥ ≈ √w .

This result can be used to give an upper bound of the error in the expectation value of
observables. The inequality ∥∥Â |ψ〉

∥∥ ≤
∥∥Â
∥∥ ‖|ψ〉‖ (4.19)

follows directly from the definition of an operator norm. With the triangle inequality, the
Cauchy-Schwarz inequality and (4.19) one obtains

ε(Â) : =
∣∣ 〈ψ̃|Â|ψ̃〉 − 〈ψ|Â|ψ〉

∣∣ =
∣∣ 〈ψ̃|Â|ψ̃〉 − 〈ψ|Â|ψ̃〉+ 〈ψ|Â|ψ̃〉 − 〈ψ|Â|ψ〉

∣∣
≤
∣∣( 〈ψ̃| − 〈ψ|

)
Â |ψ̃〉

∣∣+
∣∣〈ψ| Â

(
|ψ̃〉 − |ψ〉

)∣∣
≤
∥∥|ψ̃〉 − |ψ〉

∥∥∥∥Â |ψ̃〉
∥∥+ ‖|ψ〉‖

∥∥Â
(
|ψ̃〉 − |ψ〉

)∥∥
≤
∥∥|ψ̃〉 − |ψ〉

∥∥∥∥Â
∥∥∥∥|ψ̃〉

∥∥+ ‖|ψ〉‖
∥∥Â
∥∥∥∥|ψ̃〉 − |ψ〉

∥∥
= 2
∥∥Â
∥∥∥∥ |ψ̃〉 − |ψ〉

∥∥ ≈ 2
∥∥Â
∥∥√w .
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4. Matrix Product States (MPS)

Thus, the error in observables has the same dependence on the discarded weight as the
error in the wave function. Therefore, to avoid large errors in measurements, the discarded
weight w must be kept very small.

Sequentially discarding singular values at each bond is a simple and efficient way to
reduce the matrix dimensions of an MPS, though not necessarily the most accurate one.
The Eckart-Young-Mirsky theorem guarantees that the approximation is optimal for the
truncation at a single bond, but this does not imply that repeating the procedure at
each bond is the optimal way to truncate the whole MPS. In fact, there are variational
algorithms which produce better approximations, but are reliant on good initial states
and therefore usually implemented in addition to the SVD-based compression [10].

During an algorithm involving MPS, the bond dimension can grow and truncation must
in general be employed during or after each step. This can be done either by defining
a maximum bond dimension and discarding all Schmidt values beyond this number at
each bond, or by specifying a maximum discarded weight and discarding Schmidt val-
ues starting from the lowest until the discarded weight reaches this value. A convenient
combination of both is to define both a maximum bond dimension and a maximum dis-
carded weight and keep the discarded weight below the threshold until the maximum
bond dimension is reached.

4.5. Basic Operations with MPS

4.5.1. Application of Local Operators

Local operators of the form Ôj = 1̂1 ⊗ . . .⊗ 1̂j−1 ⊗ Ôj ⊗ 1̂j+1 ⊗ . . .⊗ 1̂L, acting only on
one site, can be applied to a state which is represented by an MPS by a reasonably simple
procedure. Let the initial state be given as

|ψ〉 =
∑

{si}
cs1...sL |s1 . . . sL〉 =

∑

{si}
A[1]s1 . . . A[j−1]sj−1M [j]sjB[j+1]sj+1 . . . B[L]sL |s1 . . . sL〉 ,

i.e. in mixed-canonical form with the orthogonality center at site j. Applying the operator
Ôj to this state yields

Ôj |ψ〉 =
∑

{si}
A[1]s1 . . . A[j−1]sj−1M [j]sjB[j+1]sj+1 . . . B[L]sL |s1〉 ⊗ . . .⊗ Ôj |sj〉 ⊗ . . .⊗ |sL〉 .

To restore the MPS form we insert the identity
∑

s′j
|s′j〉〈s′j| to obtain

Ôj |ψ〉 =
∑

{si},s′j

A[1]s1 . . . A[j−1]sj−1M [j]sjB[j+1]sj+1 . . . B[L]sL 〈s′j|Ôj|sj〉 |s1 . . . s
′
j . . . sL〉
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4.5. Basic Operations with MPS

and exchange the names of the summation indices sj and s′j, resulting in

Ôj |ψ〉 =
∑

{si}
A[1]s1 . . . A[j−1]sj−1


∑

s′j

〈sj|Ôj|s′j〉M [j]s′j


B[j+1]sj+1 . . . B[L]sL |s1 . . . sL〉

=:
∑

{si}
A[1]s1 . . . A[j−1]sj−1M̃ [j]sjB[j+1]sj+1 . . . B[L]sL |s1 . . . sL〉 .

Hence, a local operator is applied to an MPS in mixed-canonical form simply by replacing

M [j]sj →
∑

s′j

〈sj|Ôj|s′j〉M [j]s′j , (4.20)

where the site j on which the operator acts is at the same time the orthogonality center
of the MPS. This corresponds to a contraction over the local physical index of the MPS
tensor and the matrix representation of the operator in the local basis, which is shown
graphically in Figure 4.9.

A[1] A[2] A[3] M [4] B[5] B[6]

O
s′4

s4

A[1] A[2] A[3] M̃ [4] B[5] B[6]

=

Figure 4.9. Graphical representation of the application of a local operator Ô4 with the
matrix representation Os4s′4 = 〈s4|Ô4|s′4〉 to a mixed-canonical MPS with the orthogonality
center at site 4.

For a two-site operator Ôj,j+1 = 1̂1⊗ . . .⊗ 1̂j−1⊗ Ôj,j+1⊗ 1̂j+2⊗ . . .⊗ 1̂L, the procedure

becomes slightly more elaborate. Applying Ôj,j+1 to the state gives

Ôj,j+1 |ψ〉 =
∑

{si}
A[1]s1 . . . A[j−1]sj−1M [j]sjB[j+1]sj+1 . . . B[L]sL |s1〉 ⊗ . . .

. . .⊗ Ôj,j+1 |sjsj+1〉 ⊗ . . .⊗ |sL〉 .

Again inserting an identity 1̂j,j+1 =
∑

s′js
′
j+1
|s′js′j+1〉〈s′js′j+1| and relabeling the indices as

above we obtain

Ôj,j+1 |ψ〉 =
∑

{si}
A[1]s1 . . . A[j−1]sj−1


∑

s′js
′
j+1

〈
sjsj+1

∣∣Ôj,j+1

∣∣s′js′j+1

〉
M [j]s′jB[j+1]s′j+1


×

×B[j+2]sj+2 . . . B[L]sL |s1 . . . sL〉 .

The object in parentheses is a set of matrices M̃ [j,j+1]sjsj+1 that can be SV-decomposed
into

M̃
[j,j+1]sjsj+1

αβ =
∑

γ

U sj
αγλγV

sj+1†
γβ .
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4. Matrix Product States (MPS)

Then choosing M̃ [j]sj = U sjΛ and B̃[j+1]sj+1 = V sj+1† leads to the MPS representation

Ôj,j+1 |ψ〉 =
∑

{si}
A[1]s1 . . . A[j−1]sj−1M̃ [j]sj B̃[j+1]sj+1B[j+2]sj+2 . . . B[L]sL |s1 . . . sL〉

of the new state with the orthogonality center at site j (see Figure 4.10). Alternatively,
the matrix Λ containing the singular values could as well be combined with V †, resulting
in an MPS with the orthogonality center at site j + 1. Note that it is not important for
the described procedure, whether the orthogonality center of the original MPS is at site j
or j + 1. Therefore, a shift of the orthogonality center can be included in the application
of a two-site operator without any additional effort.

A[1] A[2] A[3] M [4] B[5] B[6]

O
s′4

s4

s′5

s5

A[1] A[2] A[3] M̃ [4,5] B[6]

A[1] A[2] A[3] Ã[4] Λ B̃[5] B[6] A[1] A[2] A[3] M̃ [4] B̃[5] B[6]

= =

= =

Figure 4.10. Graphical representation of the application of a two-site operator Ô4,5 with
the tensor representation Os4s5s′4s′5 = 〈s4s5|Ô4,5|s′4s′5〉 to a mixed-canonical MPS with the
orthogonality center at site 4.

Since the SVD is performed on a dχ× dχ matrix (assuming same bond dimensions χ left
and right for simplicity), we obtain dχ singular values and thus a bond dimension of dχ
at the new bond between j and j + 1. Therefore, the matrix of singular values may need
to be truncated to remain below the desired maximum bond dimension.

4.5.2. Overlaps and Expectation Values

Let two arbitrary states |φ〉 and |ψ〉 be given in terms of MPS as

|φ〉 =
∑

{si}
P [1]s1 . . . P [L]sL |s1 . . . sL〉 , |ψ〉 =

∑

{si}
Q[1]s1 . . . Q[L]sL |s1 . . . sL〉 ,

where P [j]sj and Q[j]sj are matrices which do not need to fulfill any particular orthogonality
conditions. The overlap of these two states reads

〈φ|ψ〉 =
∑

{si}

∑

{s′i}
P [L]sL† . . . P [1]s1†Q[1]s′1 . . . Q[L]s′L 〈s1 . . . sL|s′1 . . . s′L〉

=
∑

{si}
P [L]sL† . . . P [1]s1†Q[1]s1 . . . Q[L]sL , (4.21)
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4.5. Basic Operations with MPS

|ψ〉

〈φ|

Q[1] Q[2] Q[3] Q[4] Q[5]

P [1]∗ P [2]∗ P [3]∗ P [4]∗ P [5]∗

Figure 4.11. Graphical representation of the overlap 〈φ|ψ〉 of two MPS.

which is shown diagrammatically in Figure 4.11. Note that the transposition is taken
care of by the arrangement of tensors and thus their elements must only be complex
conjugated.

A special case of an overlap is the squared norm of a state 〈ψ|ψ〉, the evaluation of
which is particularly simple if the MPS is given in mixed-canonical form. Then the
network collapses due to the orthogonality conditions (4.4) and (4.5) and, assuming the
orthogonality center at site j, reduces to

〈ψ|ψ〉 =
∑

{si}
tr
(
B[L]sL† . . . B[j+1]sj+1†M [j]sj†A[j−1]sj−1† . . . A[1]s1†×

× A[1]s1 . . . A[j−1]sj−1M [j]sjB[j+1]sj+1 . . . B[L]sL
)

=
∑

sj

tr
(
M [j]sj†M [j]sj

)
, (4.22)

where the trace in the first line does not make a difference, because its argument is a
scalar. As shown in Figure 4.12, this relation can be directly read off the diagram using
Figure 4.4. In particular, this implies that only the matrix at the orthogonality center
must be normalized in order to normalize a mixed-canonical MPS.

=

Figure 4.12. Graphical representation of the squared norm 〈ψ|ψ〉 of a mixed-canonical
MPS.

Expectation values of single-site operators can be calculated similarly. The application
of a local operator to an MPS was already treated in Section 4.5.1 and the expectation
value can be interpreted as the overlap of |ψ〉 and Ôj |ψ〉. If the orthogonality center of
the MPS is at the same site on which the operator acts, then with the rule (4.20) the
same considerations as for the norm above lead to

〈ψ|Ôj|ψ〉 =
∑

sjs′j

tr
(
M [j]sj† 〈sj|Ôj|s′j〉M [j]s′j

)
. (4.23)

This can be immediately understood diagrammatically by combining Figure 4.9 and Fig-
ure 4.12, which is illustrated in Figure 4.13.

The generalization to multiple-site operators is straightforward. If the orthogonality cen-
ter of the mixed-canonical MPS is between the first and last site affected by the operator,
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4. Matrix Product States (MPS)

=

Figure 4.13. Graphical representation of the expectation value 〈ψ|Ôj |ψ〉 of a local oper-
ator Ôj in a state represented by a mixed-canonical MPS with the orthogonality center at
site j. The elements of the gray matrix are 〈sj |Ôj |s′j〉.

then the parts of the network to the left and to the right of the operator reduce to iden-
tity matrices. The remaining network, comprising all sites between the first and last site
where the operator acts non-trivially (no matter if its action is trivial at sites in between),
must be explicitly contracted.

4.5.3. Addition of MPS

If two states have the MPS representations

|φ〉 =
∑

{si}
P [1]s1 . . . P [L]sL |s1 . . . sL〉 , |ψ〉 =

∑

{si}
Q[1]s1 . . . Q[L]sL |s1 . . . sL〉 ,

then their sum can be represented by [10]

|φ〉+ |ψ〉 =
∑

{si}

(
P [1]s1 Q[1]s1

)(P [2]s2 0
0 Q[2]s2

)
. . .

(
P [L]sL

Q[L]sL

)
|s1s2 . . . sL〉 .

The bond dimensions of the resulting MPS are the sums of the original bond dimensions.
It may therefore be necessary to truncate the MPS after the addition (see Section 4.4),
which can be possible without loss of information (i.e. only discarding singular values
which are exactly zero, consider for instance the case where both MPS are the same).

4.6. Matrix Product Operators (MPO)

The idea of writing the coefficient of a state as a matrix product can be easily transferred
to operators. An arbitrary operator acting on the Hilbert space HL

loc of a system on L
lattice sites is given by

Ô =
∑

{si},{s′i}
O{si}{s′i} |s1 . . . sL〉 〈s′1 . . . s′L| . (4.24)

Following [62] and [63], we define matrix product operators (MPO) by writing the operator
coefficients in (4.24) as a matrix product,

Ô =
∑

{si},{s′i}
W [1]s1s′1 . . .W [L]sLs

′
L |s1 . . . sL〉 〈s′1 . . . s′L| . (4.25)
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4.6. Matrix Product Operators (MPO)

s′1 s′2 s′3 s′4 s′5

s1 s2 s3 s4 s5

W [1] W [2] W [3] W [4] W [5]

Figure 4.14. Graphical representation of an MPO for 5 sites.

At the bulk sites, the W [i] are matrices with additional indices si and s′i and therefore
can be interpreted as tensors of rank four, whereas W [1] and W [L] have rank three. The
resulting diagrammatic representation of an MPO is shown in Figure 4.14.

Concerning the notation, instead of writing d2 matrices (one for each combination of s
and s′) per site, it is often simpler to think of the MPO as a product of operator-valued
matrices, i.e.

Ô =
∑

{αi}


∑

s1s′1

W [1]s1s′1
α1

|s1〉 〈s′1|


⊗


∑

s2s′2

W [1]s2s′2
α1α2

|s2〉 〈s′2|


⊗ . . .

=
∑

{αi}
Ŵ [1]
α1
⊗ Ŵ [2]

α1α2
⊗ . . .⊗ Ŵ [L]

αL−1
. (4.26)

4.6.1. Application of MPOs to MPS

States and operators can both be represented with matrix products, which raises the
question how to apply an MPO to an MPS, i.e. obtain Ô |ψ〉 when Ô is given as an MPO
and |ψ〉 as an MPS.

If we denote the matrices representing |ψ〉 by M and those representing Ô by W , then
the product of both is given by

Ô |ψ〉 =
∑

{si},{s′i},{s′′i }
W [1]s1s′1 . . .W [L]sLs

′
L |s1 . . . sL〉 〈s′1 . . . s′L|M [1]s′′1 . . .M [L]s′′L |s′′1 . . . s′′L〉

=
∑

{αi},{βi}

∑

{si},{s′i}
W

[1]s1s′1
β1

W
[2]s2s′2
β1β2

. . .W
[L]sLs

′
L

βL−1
M [1]s′1

α1
M [2]s′2

α1α2
. . .M

[L]s′L
αL−1 |s1 . . . sL〉 .

Now the MPS form can be restored easily by defining the matrices

M̃
[j]sj
(αj−1βj−1)(αjβj)

:=
∑

s′j

W
[j]sjs

′
j

βj−1βj
M

[j]s′j
αj−1αj ,

resulting in

Ô |ψ〉 =
∑

{si}
M̃ [1]s1 . . . M̃ [L]sL |s1 . . . sL〉 .

Hence, the application of an MPO to an MPS is in principle straightforward, which
becomes particularly clear in the graphical notation (Figure 4.15). However, the bond
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4. Matrix Product States (MPS)

dimensions of the new MPS are the products of the bond dimensions χ of the original
MPS and χMPO of the MPO and thus much larger than before. In general, a truncation
will therefore be required after applying the MPO. Since the application of the MPO
destroys the orthogonality properties of the matrices, the new MPS must be cast into a
canonical form (see Section 4.3) before starting the truncation, which makes the overall
procedure costly in terms of floating-point operations.

=

Figure 4.15. Graphical representation of the application of an MPO (green) to an MPS
(blue). The contraction leads to larger bond dimensions visualized by the thick lines.

Alternatively, the application of the MPO and the truncation can be carried out in a
single sweep over all sites with the zip-up method proposed by Stoudenmire and White
[61]. It is based on the assumption that, although the application of the MPO destroys
any canonical form of the MPS, the resulting MPS is still sufficiently close to the canonical
form to allow for truncation, iteratively at each site, without introducing too large errors.
Therefore, the method is expected to give the best results if the MPS and the MPO are
both given in right-canonical form (or mixed-canonical with the orthogonality center at
site 1 or 2).1 Starting at the first site, all tensors (from the MPS and the MPO) at the
first and second site are contracted into a single matrix,

M̃s1(α2β2s2) =
∑

s′1s
′
2

∑

α1β1

B[1]s′1
α1

B[2]s′2
α1α2

W
[1]s1s′1
β1

W
[2]s2s′2
β1β2

.

This matrix is now SV-decomposed, truncated to the desired bond dimension and re-
shaped into

M̃s1(α2β2s2) →
∑

α1

A[1]s1
α1

M
[2]s2
α1α2β2

,

where the singular value matrix is multiplied into M . For the second site we define

M̃(α1s2)(α3β3s3) =
∑

s′3

∑

α2β2

M
[2]s2
α1α2β2

B[3]s′3
α2α3

W
[3]s3s′3
β2β3

,

SV-decompose, truncate and reshape as for the first site. Repeating this procedure for
all sites finally yields a new MPS in left-canonical form with truncated bonds. The first
step of the zip-up algorithm is depicted graphically in Figure 4.16.

During one bulk step of the zip-up algorithm, the most expensive task is the SVD of a
(dχ)×(dχχMPO)-matrix (see Figure 4.16, rightmost diagram), which according to Section
2.4 requires O(d3χ3χMPO) operations.

1The orthogonality conditions for MPOs are defined analogously to those for MPS with sums over both
physical indices.
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= = = = . . .

Figure 4.16. Graphical representation of the zip-up algorithm for the application of an
MPO (green) to an MPS (blue).

4.7. Density Matrix Renormalization Group (DMRG)

DMRG is a variational algorithm for finding ground states of (at least formally) one-
dimensional many-body Hamiltonians. When it was originally invented by Steven White
[11], it was formulated without explicitly using matrix product states. However, in the
meantime it has become clear that MPS provide an elegant way to express and extend
the DMRG algorithm [10, 12, 13]. Therefore, DMRG is presented in the MPS language
here, mainly following [10].

The idea behind this formulation of DMRG is to minimize the energy of the MPS with
respect to one or two of the matrices while keeping all other matrices fixed. One dis-
tinguishes between single-site DMRG, where only one matrix is used as the variational
parameter, and two-site DMRG, where the matrices at two adjacent sites are varied si-
multaneously. We will first explain the single-site algorithm and discuss the differences
later.

If we use a Lagrangian multiplier to enforce the normalization of the state, the functional
to be minimized is

E = 〈ψ|Ĥ|ψ〉 − λ 〈ψ|ψ〉 ,
where λ has the meaning of the energy of the state.

Now we assume that |ψ〉 is given as an MPS in mixed-canonical form and Ĥ as an MPO,
leading to

〈ψ|ψ〉 =
∑

αj−1αjsj

M [j]sj∗
αj−1αj

M [j]sj
αj−1αj

,

〈ψ|Ĥ|ψ〉 =
∑

αj−1α
′
j−1

αjα
′
j

{si}{s′i}

(
A[1]s1 . . . A[j−1]sj−1

)∗
αj−1

M [j]sj∗
αj−1αj

(
B[j+1]sj+1 . . . B[L]sL

)∗
αj

×
(
W [1]s1s′1 . . .W [L]sLs

′
L
)

×
(
A[1]s′1 . . . A[j−1]s′j−1

)
α′j−1

M
[j]s′j
α′j−1α

′
j

(
B[j+1]s′j+1 . . . B[L]s′L

)
α′j
.

Since for the current step only the matrices at site j are relevant, the notation can be
simplified by formally combining all tensors to the left of this site into Lαj−1βj−1α′j−1

and
those to the right into Rαjβjα′j . Then E is given by

E =
∑

αj−1α
′
j−1βj−1

αjα
′
jβjsjs

′
j

Lαj−1βj−1α′j−1
M [j]sj∗

αj−1αj
W

[j]sjs
′
j

βj−1βj
M

[j]s′j
α′j−1α

′
j
Rαjβjα′j − λ

∑

αj−1αjsj

M [j]sj∗
αj−1αj

M [j]sj
αj−1αj

,
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− λL R

Figure 4.17. Tensor network representing the energy functional to be minimized in single-
site DMRG.

the graphical representation of which is shown in Figure 4.17.

To minimize E by variation of M
[j]sj∗
αj−1αj , we demand that

∂E
∂M

[j]sj∗
αj−1αj

=
∑

α′j−1βj−1

α′jβjs
′
j

Lαj−1βj−1α′j−1
W

[j]sjs
′
j

βj−1βj
M

[j]s′j
α′j−1α

′
j
Rαjβjα′j − λM

[j]sj
αj−1αj

!
= 0. (4.27)

By simply combining indices, (4.27) can be formulated as an ordinary eigenvalue problem:
Defining an effective Hamiltonian

Heff
(αj−1αjsj)(α′j−1α

′
js
′
j)

=
∑

βj−1βj

Lαj−1βj−1α′j−1
W

[j]sjs
′
j

βj−1βj
Rαjβjα′j , (4.28)

we obtain ∑

(α′j−1α
′
js
′
j)

Heff
(αj−1αjsj)(α′j−1α

′
js
′
j)
M

[j]

(α′j−1α
′
js
′
j)
− λM [j]

(αj−1αjsj)
= 0. (4.29)

The matrix Heff is usually too large to diagonalize it exactly, but since we are interested
in the ground state, we only need the smallest eigenvalue λ0 and the corresponding eigen-
vector, which can be found with an iterative eigensolver. Due to the hermiticity of the
Hamiltonian MPO, Heff is also hermitian and therefore a Lanczos [64] or Davidson [65]
routine can be employed for this task. Note that for these eigensolvers, the matrices Heff

never need to be built explicitly, because they only require a rule how to apply the matrix
to a vector and this can be done by contracting over the three tensor indices separately.

Once the eigenvalue problem has been solved for the smallest eigenvalue, the original
tensor at the j-th site of the MPS is replaced by the newly found eigentensor.

In order to find the ground state of the system, these local optimizations must be carried
out in sweeps, repeating the procedure at each site while moving through the system from
left to right and then from right to left. After each step, the orthogonality center of the
MPS must be shifted by one site to keep it at the currently considered site. The left
tensors Lαj−1βj−1α′j−1

can be built up iteratively during the right-moving part of the sweep
and saved for each site to have them ready for the left-moving part, saving computational
time. Likewise, all right tensors can be stored while moving left.

Single-Site and Two-Site DMRG

In the original formulation of DMRG without MPS, the wave function is optimized at
two sites at once. The steps described above can be easily generalized to this two-site

46
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DMRG by keeping all matrices except for two adjacent ones fixed. The dimension of
the eigenvalue problem for the effective Hamiltonian then increases by a factor of the
local dimension d and the resulting eigentensor must be SV-decomposed (and possibly
truncated) to recover the MPS form. Note that this SVD does not involve any additional
expense compared to the single-site algorithm, because it must be done anyway to shift
the orthogonality center.

A drawback of the single-site algorithm is that is tends to get stuck in local minima1

because the bases at each bond are fixed, while in the two-site version new bases are
introduced when decomposing the optimized two-site tensor [10].

On the other hand, two-site DMRG can get stuck in a linear combination of the ground
state and low-lying excited states if the energy difference is very small, because it favors
states with low entanglement [13, 66]. This can lead to differences between even and odd
sites that are not present in the true ground state (as a simplified picture, imagine that
DMRG only finds |. . . ↑↓↑↓ . . .〉 instead of |. . . ↑↓↑↓ . . .〉 + |. . . ↓↑↓↑ . . .〉 in an antiferro-
magnetic model). A further discussion thereof in the context of infinite systems can be
found in Section 4.10.3.

Initial State and Infinite-System DMRG

Although DMRG can be started with an arbitrary initial state (e.g. a random MPS),
faster convergence may be achieved by constructing an initial state with infinite-system
DMRG. In the formulation without MPS, this algorithm is necessary as an initialization
step [11]. It starts with a chain consisting of two sites and iteratively increases the system
size.

Let us assume that the ground state for two sites is known exactly and given in the form

|ψ2〉 =
∑

s1s2

M s1s2 |s1s2〉 ,

which can be cast into MPS form by singular-value decomposing M s1s2 , resulting in

|ψ2〉 =
∑

s1s2

A[1]s1Λ[1]B[2]s2 |s1s2〉 .

For the next step, two additional sites are inserted at the center of the system, yielding a
system with four sites, described by the state

|ψ̃4〉 =
∑

s1s3s4s2

A[1]s1M s3s4B[2]s2 |s1s3s4s2〉 .

The set of matrices M s3s4 can in principle be chosen randomly and only serves as an initial
guess for the minimization of the energy with respect to the Hamiltonian of the four-site
system, which is done analogously to the finite-size algorithm. After the optimization, the

1This can happen in the two-site version, too, but less likely.
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resulting matrix is again SV-decomposed and, if necessary, truncated to a certain bond
dimension. Now, the state of the four-site system is given by

|ψ4〉 =
∑

s1s3s4s2

A[1]s1A[3]s3Λ[3]B[4]s4B[2]s2 |s1s3s4s2〉 .

This procedure is iterated until after n steps an MPS for 2n sites is obtained, which can
be used as an initial guess for a finite-size DMRG calculation with system size L = 2n.

4.8. Time Evolution of MPS

Two commonly used time evolution algorithms in the context of MPS and DMRG are
time-evolving block decimation (TEBD) and time-dependent DMRG (tDMRG) which are
similar and were developed at the same time [10, 14, 67]. For the present thesis, TEBD
is used and therefore discussed in the following.

An alternative approach to time evolution of MPS is to represent the time evolution
operator as an MPO and apply it to the MPS. This method is treated in Section 4.8.2.

A detailed discussion of various time evolution methods for MPS is given in [68].

4.8.1. Time-evolving Block Decimation (TEBD)

The heart of the TEBD algorithm introduced by Vidal [14] is the Suzuki-Trotter decom-
position [69] of the time evolution operator. Assuming a Hamiltonian on a 1D lattice,
which consists of local and nearest-neighbor terms only,

Ĥ =
L−1∑

j=1

ĥj,j+1,

it allows splitting the time evolution operator exp(−iĤτ) into a set of local gates for small
time steps τ .

First, the Hamiltonian is split into two parts, each of which consists of mutually commut-
ing terms:

Ĥ =
∑

j odd

ĥj,j+1 +
∑

j even

ĥj,j+1 = Ĥodd + Ĥeven.

In the simplest approximation, the first-order Suzuki-Trotter expansion (ST1), the time
evolution operator for a small time step τ is then written as

exp(−iĤτ) = exp
(
−iĤevenτ − iĤoddτ

)
= exp

(
−iĤevenτ

)
exp
(
−iĤoddτ

)
+O

(
τ 2
)
,

where the last step can be verified easily by Taylor expansion of both sides. Since within
Ĥodd and Ĥeven all terms commute, the exponentials can be split further into

exp(−iĤτ) =
∏

j even

exp
(
−iĥj,j+1τ

) ∏

j odd

exp
(
−iĥj,j+1τ

)
+O

(
τ 2
)
.
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4.8. Time Evolution of MPS

Thus, up to first order in τ , the time evolution operator is equal to the set of two-site
operators (gates)

ÛST1(τ) =
∏

j even

exp
(
−iĥj,j+1τ

) ∏

j odd

exp
(
−iĥj,j+1τ

)
. (4.30)

The time evolution step in TEBD consists in applying these gates to the MPS representing
the current state |ψ(t)〉 to obtain

|ψ(t+ τ)〉 ≈ ÛST1(τ) |ψ(t)〉 .

This operation follows the rules derived in Section 4.5.1 and can be represented graphically
as shown in Figure 4.18.

|ψ〉
exp(−iĤoddτ)

exp(−iĤevenτ)

Figure 4.18. Graphical representation of ÛST1(τ) |ψ〉 in the first-order Trotter approxi-
mation ÛST1(τ) = exp(−iĤevenτ)exp(−iĤoddτ).

Since each application of a two-site gate involves truncation to keep the MPS below a
maximum bond dimension, the overall error of a TEBD time evolution consists of the
error due to the Suzuki-Trotter decomposition and the truncation error.

Next-Nearest Neighbor Coupling

If the Hamiltonian contains longer-range terms (e.g. next-nearest neighbor terms), it
must be split into more parts to achieve commutativity among the single terms in each
of them. The gates then extend over more sites, reducing the efficiency of the algorithm.
A Hamiltonian containing next-nearest neighbor terms, for instance, can be decomposed
into

Ĥ =
L−2∑

i=1

ĥi,i+1,i+2 = Ĥ1 + Ĥ2 + Ĥ3,

where Ĥ1 contains all terms ĥi,i+1,i+2 with imod 3 = 1, Ĥ2 the terms with imod 3 = 2

and Ĥ3 those with imod 3 = 0. To obtain mutually commuting terms in the exponent,
the exponential must be split twice with an error of order τ 2. A time evolution step with
three-site gates is graphically depicted in Figure 4.20 on the right.

When applying a three-site gate, two SVDs are performed. If we assume equal bond
dimensions χ at each bond, the first SVD is applied to a dχ× d2χ-matrix and thus scales
as (d2χ)(dχ)2 = d4χ3. The matrix on which the second SVD is performed has dimensions
dχ×dχ, adding another O(d3χ3) operations. Since the number of three-site gates is L−2
per time step, the overall cost of one time step amounts to O

(
(L− 2)(d+ 1)d3χ3

)
.
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4. Matrix Product States (MPS)

An alternative approach uses so-called swap gates, which swap the positions of two sites
[61, 70]. The matrix elements of a swap gate for the sites i and j are

〈
sisj
∣∣Ŝij
∣∣s′is′j

〉
= σsisjδsis′jδs′isj ,

where σsisj = ±1 accounts for the minus sign that appears when swapping two singly
occupied fermionic sites [70]. In the graphical notation, a swap gate corresponds to a
crossing of the legs belonging to the indices si and sj. Using these gates, we can apply
next-nearest neighbor operators gi,i+2 by swapping the sites i + 1 and i + 2, then acting
onto sites i and i+ 1 with gi,i+1 (which is now a simple two-site gate) and then swapping
the sites back. This procedure is shown graphically in Figure 4.19.

=

Figure 4.19. A next-nearest neighbor gate replaced by a nearest-neighbor gate and two
swap gates.

For the use of swap gates, a Hamiltonian with nearest-neighbor and next-nearest neighbor
coupling must be decomposed into even more parts, because each gate can only act on
two sites. This can be achieved with

Ĥ = Ĥ
(nn)
odd + Ĥ(nn)

even + Ĥ
(nnn)
1 + Ĥ

(nnn)
2 + Ĥ

(nnn)
3 ,

where Ĥ
(nn)
odd and Ĥ

(nn)
even contain the nearest-neighbor terms ĥi,i+1 with odd and even i,

respectively, and Ĥ
(nnn)
j the next-nearest neighbor terms ĥi,i+2 with i = j+3n. The expo-

nential must thus be split four times until each exponent consists of mutually commuting
terms only, introducing an error of order τ 2 each time.

One time evolution step then involves the application of the nearest-neighbor gates and
the next-nearest neighbor gates combined with swap gates, as shown in Figure 4.20 on
the left.

Concerning the CPU time, each application of a two-site gate involves an SVD of a dχ×
dχ-matrix and therefore requires O

(
(dχ)3

)
operations (assuming equal bond dimensions

for simplicity). Per time step, L − 1 nearest-neighbor gates and L − 2 next-nearest
neighbor gates preceded and followed by a swap gate must be applied, giving a total of
L− 1 + 3(L− 2) = 4L− 7 gates. Hence, the approximate cost of one time step with swap
gates is O

(
(4L− 7)d3χ3

)
.

For large systems (such that 4L − 7 ≈ 4L and L − 2 ≈ L), one time step thus requires
O(4Ld3χ3) operations with swap gates and O(L(d+ 1)d3χ3) operations with three-site
gates. The respective values for the typical physical dimensions d = 2 (e.g. XXZ model,
T-V model) and d = 4 (Hubbard model) are listed in Table 4.1. Although the differences
are not too large, the algorithm with three-site gates scales slightly better for d = 2,
whereas for d = 4 the swap gates have the lower cost. Therefore, we will use three-site
gates for the T-V model and the swap gate approach for the Hubbard model.
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4.8. Time Evolution of MPS

nn nn nn

nn nn nn nn

nnn nnn nnn

nnn

nnn nnn

nn + nnn nn + nnn

nn + nnn

nn + nnn nn + nnn

Figure 4.20. Graphical representation of ÛST1(τ) |ψ〉 in the first-order Trotter approxi-
mation for a Hamiltonian containing nearest-neighbor and next-nearest neighbor terms with
swap gates (left, nearest-neighbor gates in white and next-nearest neighbor gates in beige)
and three-site gates (right).

Table 4.1. Comparison of swap gates and three-site gates for the time evolution of a
Hamiltonian containing nearest-neighbor and next-nearest-neighbor couplings: Approxi-
mate scaling of the operations during one time evolution step with the bond dimension χ
for large system sizes L and different values of the physical dimension d.

d swap three-site

2 O(32Lχ3) O(24Lχ3)

4 O(256Lχ3) O(320Lχ3)
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4. Matrix Product States (MPS)

Second-Order Decomposition

A version of the Suzuki-Trotter decomposition which is accurate up to second order in
the time step τ is obtained by the simple modification

exp(−iĤτ) = exp
(
−iĤodd

τ
2

)
exp
(
−iĤevenτ

)
exp
(
−iĤodd

τ
2

)
+O

(
τ 3
)
, (4.31)

which can again be verified by Taylor expansion of both sides. This increases the number
of gates per time step, but in return allows for larger time steps because the error is one
order higher in τ .

If the state is not explicitly required (e.g. for measurements) after every time step, then
the half-step gates of consecutive time steps can even be combined into

exp
(
−iĤodd

τ
2

)
exp
(
−iĤodd

τ
2

)
= exp

(
−iĤoddτ

)
,

eliminating the additional effort for all time steps without measurements.

For three-site gates, the same considerations yield the decomposition

e−iĤτ = e−iĤ1τ/2 e−iĤ2τ/2 e−iĤ3τ e−iĤ2τ/2 e−iĤ1τ/2 +O
(
τ 3
)
. (4.32)

White and Feiguin [71] suggested a different second-order accurate decomposition of
nearest-neighbor Hamiltonians, which is more convenient when working with mixed-
canonical MPS. Applying first all odd-site gates and then all even-site gates to an MPS
in mixed-canonical form requires an additional SVD after each gate to shift the orthogo-
nality center to the site where the next gate is applied. This can be avoided by using the
decomposition

e−iĤτ = e−iĥ1,2τ/2 . . . e−iĥL−2,L−1τ/2 e−iĥL−1,Lτ e−iĥL−2,L−1τ/2 . . . e−iĥ1,2τ/2 +O
(
τ 3
)
, (4.33)

with the drawback of a larger number of gates per time step. Throughout the present
thesis, the decompositions (4.31) and (4.32) are used and referred to as second-order
Trotter approximation ÛST2.

4.8.2. Time Evolution with MPOs

An alternative way of time-evolving an MPS is representing the time-evolution operator
as an MPO and applying it to the MPS. Exact MPO representations exist for certain
models [72], but in most cases one must rely on approximations.

MPOs from Trotter Gates

One possibility is to build MPOs directly from Trotter gates [16]. For this purpose, the
Trotter gates are singular-value decomposed to split them into separate matrices for each
site,

G
[i]

(sis′i)(si+1s′i+1) :=
〈
sisi+1

∣∣exp(−iĥi,i+1τ)
∣∣s′is′i+1

〉
=
∑

α

U
[i]

(sis′i)αi
λ[i]
αi
V

[i]†
αi(si+1s′i+1). (4.34)
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4.8. Time Evolution of MPS

To obtain an MPO form, these matrices can then be combined as follows:

W
[i]sis

′
i

αi−1αi =
∑

s′′i

V
[i−1]†
αi−1(s′′i s

′
i)
U

[i]

(sis′′i )αi
λ[i]
αi

for i even,

W
[i]sis

′
i

αi−1αi =
∑

s′′i

U
[i]

(s′′i s
′
i)αi

λ[i]
αi
V

[i−1]†
αi−1(sis′′i ) for i odd. (4.35)

At the edges of the system (i = 1 and i = L), the MPO tensors consist only of the
contribution by one gate (UΛ on the first site and V † on the last site). The above steps
are illustrated in Figure 4.21 (first two diagrams). If the Hamiltonian is translationally
invariant, such that each term ĥi,i+1 has the same form, then (except for the edges) the
MPO is composed of only two different tensors W [A] and W [B] (Figure 4.21, second and
third diagram). Since the matrices which are decomposed (corresponding to the reshaped
gates) have dimensions d2 × d2, the resulting MPO has a bond dimension of at most d2.

=
W [1]

W [B] W [A] W [B] W [L]

=

Figure 4.21. Formation of an MPO from Trotter gates by SVD. The MPO tensors are
constructed from the SV-decomposed gates as indicated by the green boxes in the middle.
If the Trotter gates are the same at each site, the bulk MPO is invariant under translation
by two sites.

For some applications1, it may be advantageous to use a more symmetric gauge of the
MPO. This can be achieved by symmetrically distributing the singular value matrix Λ
when decomposing the Trotter gates in the sense that, instead of using (UΛ) and V † as
in (4.35), we use (U

√
Λ) and (

√
ΛV †) as shown in Figure 4.22.

W [A] W [B]

Figure 4.22. Symmetric formation of an MPO from SV-decomposed Trotter gates. Each
diamond-shaped tensor corresponds to

√
Λ from the respective SVD and the green boxes

indicate the MPO tensors.

The same procedure can be applied to three-site gates by decomposing them into three
matrices, but the resulting MPO will have a higher bond dimension. In cases where
more two-site gates per time step are involved, e.g. when using swap gates or second-
order approximations, multiple MPOs per time step can be formed to avoid large bond
dimensions.

1One of them is the transverse contraction method described in Section 4.11. The influence of the gauge
of the MPO on this particular algorithm is investigated in Section 6.1.2.
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4. Matrix Product States (MPS)

When using a second-order Suzuki-Trotter decomposition (see Section 4.8.1, page 52), we
can simply view the time step

e−iĤoddτ/2 e−iĤevenτ e−iĤoddτ/2

as two half time steps
(

e−iĤoddτ/2 e−iĤevenτ/2
)(

e−iĤevenτ/2 e−iĤoddτ/2
)
.

The decomposition described above can then be done for both half steps, yielding two
MPOs per time step. Since the sets of gates for even and odd sites are applied in reversed
order in the second half step, the two MPOs are not equal, but if the gates are the same
at every site (i.e. the Hamiltonian is translationally invariant) the MPO for the second
half step can be obtained from the first by swapping the W [A] and W [B] matrices.

Since MPOs obtained in this way are an exact MPO representation of the underlying
Trotter gates, they preserve the unitarity of the time-evolution operator.

The WI-Approximation

A different approach to obtain MPOs via a series expansion of the time evolution operator
has been proposed by Zaletel et al. [73]. If the Hamiltonian is given by an MPO with
matrices

Ŵ [i] =



1̂i Ĉi D̂i

0 Âi B̂i

0 0 1̂i


 , (4.36)

where Ĉ is a 1-by-m matrix and B̂ is a n-by-1 matrix, then the MPO with matrices

Ŵ I[i](τ) =

(
1̂i − iτD̂i

√
−iτĈi√

−iτB̂i Âi

)
, (4.37)

where τ is the time step1, is a first-order accurate approximation for the time evolution
operator. This is called the WI-approximation and is an exact MPO representation of

Û I(τ) = 1̂− iτ
∑

i

ĥi − τ 2
∑

i<j

ĥiĥj + iτ 3
∑

i<j<k

ĥiĥjĥk + . . . , (4.38)

where ĥi are the single terms of the Hamiltonian and by i < j we mean that all sites
affected by ĥi are to the left of those affected by ĥj [73].

At the first and last site, the matrices of the Hamiltonian MPO (4.36) are vectors and
thus Â1, B̂1, ÂL and ĈL are empty, leading to

Ŵ I[1](τ) =
(
1̂1 − iτD̂1

√
−iτĈ1

)
, Ŵ I[L](τ) =

(
1̂L − iτD̂L√
−iτB̂L

)
(4.39)

for the edge matrices of the WI-MPO.

1Note that in [73] the symbol t does not denote real time but the exponent in exp(tĤ).
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If instead of the real time step τ , two complex time steps τ1 = 1+i
2
τ and τ2 = 1−i

2
τ are

performed, then the error of the WI-approximation is of order τ 3 [73]. We will refer to
this version as the second-order WI-approximation. In this case, two different MPOs have
to be applied for one real time step.

Unlike the MPOs formed from Trotter gates, those obtained from the WI-approximation
are not unitary. Assuming that all ĥi are hermitian, the hermitian conjugate of (4.38) is
given by

Û I†(τ) = 1̂+ iτ ∗
∑

i

ĥi − (τ ∗)2
∑

i<j

ĥiĥj − i(τ ∗)3
∑

i<j<k

ĥiĥjĥk + . . .

and for the product Û †Û we obtain

Û I†(τ)Û I(τ) = 1̂+ i(τ ∗ − τ)
∑

i

ĥi −
(
τ 2 + (τ ∗)2

)∑

i<j

ĥiĥj + ττ ∗
∑

ij

ĥiĥj +O
(
τ 3
)
.

For an ordinary real time step τ , the approximation is thus unitary to the order τ , while
for the complex time steps in the second-order approximation, deviations from unitarity
already occur at the order τ .

4.9. Conserved Quantities in MPS

A considerable speedup as well as memory savings for many algorithms can be achieved
by making use of good quantum numbers. We will only treat the simplest case of additive
quantum numbers such as spin (Sz in a spin-1/2 system, to be precise) and particle
number.

To understand how conservation laws can be exploited in MPS, first note that each MPS
matrix M [j]sj maps a set of states of the subsystem comprising sites 1 to j − 1 onto a set
of states of the subsystem additionally including the j-th site [74],

|a(j)
αj
〉 =

∑

αj−1

∑

sj

M [j]sj
αj−1αj

|a(j−1)
αj−1
〉 |sj〉 . (4.40)

Let us consider the specific example of conserved particle number N and choose the local
basis states |si〉 to be eigenstates of the local particle number operator n̂i with eigenvalues
n(si). Then we can restrict the state of the system to the eigenspace of the total particle

number operator with eigenvalue N and each of the states |a(j−1)
αj−1 〉 must be an eigenstate

of the particle number in the respective left subsystem,
∑j−1

i=1 n̂i (otherwise combining it
with a state of the remaining subsystem would never lead to an eigenstate of the total
particle number). The corresponding eigenvalue is in general different for different values

of αj−1 and denoted by n(j−1)(αj−1). Likewise, the states |a(j)
αj 〉 must be eigenstates of∑j

i=1 n̂i with eigenvalues n(j)(αj).

Since for each value of sj, the state |sj〉 contributes a well-defined number of particles

n(sj), only those elements of M
[j]sj
αj−1αj can be non-zero where

n(j−1)(αj−1) + n(sj) = n(j)(αj). (4.41)
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This restriction gives the matrices a block form that saves memory as well as computation
time when performing operations such as contractions and SVDs.

If we assign a direction to each index (which is indicated by an arrow in the graphical
notation) to specify whether it belongs to the domain or codomain of the map (4.40),
then the rule (4.41) can be formulated more generally as follows:

For each non-zero element of a tensor, the sum of the quantum numbers of
ingoing indices must be equal to the sum of the quantum numbers of outgoing
indices.

In the example (4.40), αj−1 and sj are ingoing indices and αj is an outgoing index,
resulting in (4.41) for each MPS tensor (see Figure 4.23 for an example of an MPS with
directed indices). But the general rule does not only apply to the MPS tensors, but also
to the matrix representations of operators and to MPO tensors. More details are given
e.g. in [10, 74, 75] and references therein.

Figure 4.23. Graphical representation of an MPS using good quantum numbers. The
arrows indicate the directions assigned to the indices to distinguish ingoing and outgoing
indices. For the dummy indices on the first and last tensors, the values of the quantum
numbers must be chosen to match the global quantum number value (see also [10]).

4.10. MPS for infinite systems (iMPS)

For a translationally invariant state in the thermodynamic limit, the matrices constituting
the MPS can be chosen site-independent [76]. For a unit cell comprising more than
one site, a corresponding set of matrices is required. With these iMPS, ground state
calculations and time evolutions can be done in the thermodynamic limit without the
need for extrapolation [77, 78].

4.10.1. iDMRG

Originally, the infinite-size version of DMRG (see Section 4.7) was used merely as an
initialization step for the actual finite-size DMRG algorithm [11]. McCulloch [78] found
a modification that makes iDMRG a valuable tool for the determination of ground states
in the thermodynamic limit.

In this thesis, we will use a two-site version of iDMRG. The algorithm is in most parts
equal to the infinite-system DMRG described in Section 4.7 (page 47), where after n steps
we have an approximation of the ground state of a system with 2n sites in the form

|ψ2n〉 =
∑

s1,...,sn
s′1,...,s

′
n

A[1]s1 . . . A[n]snΛ[n]B[n]s′n . . . B[1]s′1 |s1 . . . sns
′
n . . . s

′
1〉 . (4.42)
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The only difference between the original infinite-system algorithm and the method intro-
duced by McCulloch is the initial prediction of the state for the next step. First we use
SVDs to transform A[n]snΛ[n] → Λ

[n]
L B

[n+1]sn and Λ[n]B[n]s′n → A[n+1]s′nΛ
[n]
R , where the new

A and B have the usual orthogonality properties. As the initial guess for the state of the
system with two sites added in the center, we then use

|ψ̃2n+2〉 =
∑

s1,...,sn+1

s′1,...,s
′
n+1

A[1]s1 . . . A[n]snA[n+1]sn+1Λ
[n]
R

(
Λ[n−1]

)−1
Λ

[n]
L B

[n+1]s′n+1B[n]s′n . . .

. . . B[1]s′1
∣∣s1 . . . sn+1s

′
n+1 . . . s

′
1

〉
. (4.43)

With increasing system size, the central unit cell will converge to the ground state in
the thermodynamic limit. The convergence can be checked in terms of the ground state
energy or by measuring the orthogonality fidelity [78].

To obtain an iMPS from the calculation, we must pick out a portion of the final state
that can be infinitely repeated. This can be achieved by using the central part of (4.42)

A[n]snΛ[n]B[n]s′n = Λ[n−1]ΓA[n]snΛ[n]ΓB[n]s′nΛ[n−1]

and removing one of the Λ[n−1] (for details on the ΓΛ-form see Section 4.3.3). A possible
unit cell is thus given by

Λ[n−1]ΓA[n]snΛ[n]ΓB[n]s′n = A[n]snΛ[n]B[n]s′n
(
Λ[n−1]

)−1

and if we perform the same SVD as for the prediction of the next state, this can be written
as

A[n]snA[n+1]s′nΛ
[n]
R

(
Λ[n−1]

)−1
. (4.44)

Note that the iMPS defined by the unit cell (4.44) is not in left-canonical form due to the

additional matrix Λ
[n]
R

(
Λ[n−1]

)−1
.

4.10.2. Orthogonalization and Normalization of iMPS

An iMPS as obtained from iDMRG in the form (4.44) does in general neither obey any
orthogonality conditions nor is it normalized. McCulloch [78] also provides a procedure
for orthogonalizing the resulting iMPS that was originally introduced by Orús and Vidal
[79]. First, it is important to note that the left orthogonality relations (4.4) are equivalent
to the transfer matrix

T A(αj−1α′j−1)(αjα′j)
=
∑

sj

A[j]sj
αj−1αj

A
[j]sj∗
α′j−1α

′
j

(4.45)

having the identity matrix δαj−1α′j−1
as a left eigenvector with eigenvalue 1. Analogously,

the right orthogonality relations (4.5) are equivalent to the corresponding transfer matrix
having the identity as a right eigenvector with eigenvalue 1.

We can therefore employ as a left-orthogonality condition for the iMPS that the transfer
matrix of the unit cell,

T A(αLα′L)(αRα
′
R) =

∑

s1s2

M s1s2
αLαR

M s1s2∗
α′Lα

′
R
, (4.46)
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has the identity as a left eigenvector with eigenvalue 1. Thus, we demand
∑

αLα
′
L

δαLα′L

∑

s1s2

M s1s2
αLαR

M s1s2∗
α′Lα

′
R

= δαRα′R .

For the unit cell given by (4.44), however, we have
∑

αLα
′
L

δαLα′L

∑

s1s2
ββ′γγ′

A
[1]s1
αLβ

A
[2]s2
βγ PγαRA

[1]s1∗
α′Lβ

′ A
[2]s2∗
β′γ′ P

∗
γ′α′R

=
∑

γ

PγαRP
∗
γα′R

= (P †P )α′RαR ,

where P := Λ
[n]
R (Λ[n−1])−1 and the orthogonality relations for the A matrices (4.4) were

used.

In order to fulfill the left-orthogonality condition, the unit cell must thus be regauged. To
obtain the appropriate gauge, we first find the dominant left eigenmatrix V of T A with

∑

αLα
′
L

Vα′LαLT
A

(αLα
′
L)(αRα

′
R) = ηVα′RαR . (4.47)

This matrix is hermitian due to the form of the transfer matrix and can therefore be
decomposed into V = X†X (e.g. by means of an eigenvalue decomposition). If we now
insert the identity X−1X after each unit cell, we can use M̃ s1s2 = XA[1]s1A[2]s2PX−1 as
the new unit cell, by which we achieve

∑

αLα
′
L

δαLα′L T̃
A

(αLα
′
L)(αRα

′
R) =

∑

ββ′
γγ′

∑

αLα
′
L

δαLα′LXαLβX
∗
α′Lβ

′

︸ ︷︷ ︸
=Vβ′β

T A(ββ′)(γγ′)X−1
γαR

X−1∗
γ′α′R

= η
∑

γγ′

Vγ′γX
−1
γαR

X−1∗
γ′α′R

= ηδαRα′R ,

where we used V = X†X and (4.47). Hence, the new unit cell is left-orthogonal (which
also implies normalization of the state) if we multiply its components by 1/

√
η.

The procedure for right-orthogonalizing the iMPS is analogous. Starting with a unit cell
QB[1]B[2], we find the dominant right eigenmatrix of the transfer matrix and decompose
it into Y Y †. A right-orthogonal unit cell can then be constructed as Y −1QB[1]B[2]Y/

√
η.

Once orthogonalized, the unit cell matrices can be decomposed into new matrices A[A], A[B]

and B[A], B[B], respectively, with standard methods.1

For the evaluation of expectation values, a mixed-canonical form is required (see Section
4.10.3). If we apply both transformations, the central part of the iDMRG prediction
(4.43) can be written as

. . . XA[n]A[n+1]Λ
[n]
R

(
Λ[n−1]

)−1
X−1

︸ ︷︷ ︸
=A[A]A[B]

XΛ[n−1]Y Y −1
(
Λ[n−1]

)−1
Λ

[n]
L B

[n+1]B[n]Y︸ ︷︷ ︸
=B[A]B[B]

. . .

We can thus choose Λ = XΛ[n−1]Y and if a diagonal Λ is desired, this can be achieved by
singular-value decomposing it and absorbing U and V † into the A and B matrices (which
does not change their orthogonality properties).

1Note that for a left-orthogonal matrix, the SVD M → U(ΛV †) yields two left-orthogonal matrices, and
for a right-orthogonal matrix, (UΛ) and V † are both right-orthogonal.
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4.10. MPS for infinite systems (iMPS)

4.10.3. Expectation Values of Local Observables

In the mixed-canonical form of an iMPS, the measurement of local observables is simple:
Assuming that the operator acts on one of the two sites directly to the right of Λ (which
it can always be chosen to do because of the translational invariance of the state), the
network collapses from both sides due to the orthogonality relations, only leaving the unit
cell where the operator acts. An example thereof is shown in Figure 4.24.

=

Figure 4.24. Graphical representation of the expectation value 〈ψ|Ô|ψ〉 of a local oper-
ator Ô in a thermodynamic limit state represented by a mixed-canonical iMPS with a unit
cell comprising two sites.

An iMPS resulting from two-site iDMRG has two sites in the unit cell. Even if the
Hamiltonian is translationally invariant (with respect to one site), the matrices for the
two sites can be different due to the bias of DMRG towards states with low entanglement
[13, 66] (see also Section 4.7). The iMPS does then not represent the true ground state and
measurements of observables other than the energy may be wrong. For many observables,
however, this effect can be (at least partly) compensated by averaging over the two sites
in the unit cell, i.e. measuring 〈ψ|Ô1|ψ〉+ 〈ψ|Ô2|ψ〉 for a one-site operator, 〈ψ|Ô12|ψ〉+
〈ψ|Ô21|ψ〉 for a two-site operator (Figure 4.25) and so on.

+1
2

( )

Figure 4.25. Measurement of the expectation value 〈ψ|Ôj,j+1|ψ〉 of a two-site observable
Ôj,j+1 by averaging over both sites in the unit cell of a mixed-canonical iMPS.

As a simplified example, consider the measurement of the z-component of spin in an
antiferromagnet with the true ground state (|. . . ↑↓↑↓ . . .〉+ |. . . ↓↑↓↑ . . .〉)/

√
2, which has

〈Ŝz〉 = 0 at each site. If iDMRG finds the state |. . . ↑↓↑↓ . . .〉 instead, one would measure
±1

2
at every other site, respectively. Averaging over two neighboring sites then again gives

the correct result 0, because

(〈. . . ↑↓↑j↓ . . .|+ 〈. . . ↓↑↓j↑|)Ŝzj (|. . . ↑↓↑j↓〉+ |. . . ↓↑↓j↑ . . .〉) = 〈↑j|Ŝzj |↑j〉+ 〈↓j|Ŝzj |↓j〉 ,

where the other two terms vanish due to the orthogonality of the other sites i 6= j. The
same is true for all other operators acting on a finite number of sites. Most models have
more complicated ground states, but for those with antiferromagnetic behavior such as the
XXZ model, Hubbard model or T-V model (with spin replaced by occupation number),
they have a form similar to the one above and the discussion remains valid.
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4. Matrix Product States (MPS)

4.11. Transverse Contraction

In Section 4.8.2, time evolution was performed by approximating the time evolution oper-
ator for a small time step τ with an MPO and repeatedly applying it to the initial MPS.
The following measurement of an observable in the time evolved state can be thought
of as the contraction of a tensor network as shown in Figure 4.26 on the left for a local
observable. Up to here, networks like this were contracted from bottom to top (and, im-
plicitly, at the same time from top to bottom) by applying the time evolution operators
to the MPS to obtain an approximation of |ψ(t)〉 and finally evaluating 〈ψ(t)|Ô|ψ(t)〉 by
means of another contraction.

However, there are many other possible ways to contract the network in Figure 4.26.
One of them is the transverse contraction proposed by Bañuls et al. [15]. Formally, the
leftmost and rightmost columns of the tensor network are MPS and the other columns
are MPOs, having the bond indices of the original MPS and MPOs as “physical” indices
and vice versa. To avoid confusion, we will refer to the bond indices of the transverse
MPO and MPS (the vertical indices in Figure 4.26) as transverse bond indices and to the
local indices of the transverse MPS (horizontal in Figure 4.26) as transverse local indices.

Due to the formal MPO-MPS structure, we can use the same methods to contract the
network in the spatial direction instead of the time direction, i.e. from left to right and
from right to left, by subsequently applying the MPO-columns to the MPS-columns on
the left and right until only the central column containing the observable is left between
two MPS (Figure 4.26 right).

|ψ〉
Û(τ)

Û(τ)

Û(τ)†

Û(τ)†

〈ψ|

Figure 4.26. Full tensor network representing the expectation value 〈ψ(t)|Ô3|ψ(t)〉. The
MPS representing the initial state is drawn in blue, the MPO representing the time evo-
lution operator Û(τ) in green and the gray tensor is the operator Ô3 corresponding to the
observable to be measured. Contracting the network on the left from both sides in spatial
direction leads to the network on the right.

After each contraction step, the resulting transverse MPS must be truncated to keep its
transverse bond dimension within reasonable limits. We know that the required bond
dimension to store a state in an MPS with a certain accuracy depends on the bipartite
entanglement of the state at the respective bond. Hence, the transverse bond dimension
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4.11. Transverse Contraction

required in the transverse MPS during a transverse contraction depends on the bipartite
entanglement in time direction at the respective time step.

Whether or not the transverse contraction is more efficient than conventional time evo-
lution methods depends on the details of the network. A clear benefit of the transverse
approach is, that it provides a way to compute expectation values directly in the thermo-
dynamic limit.

4.11.1. Infinite Systems and the Transfer Matrix

If both the Hamiltonian and the initial state are translationally invariant, which is usually
the case in an infinite system, then so are the corresponding MPS and MPO (see Section
4.10). In this case, the tensor network representing the expectation value of an observable
at a certain point in time consists of the central column, containing the operator corre-
sponding to the observable to be measured, and infinitely many identical columns to the
left and right of it. This structure is indicated in Figure 4.27 on the left. The columns of
tensors appearing here are the so-called transfer matrices of the time-evolved state [15],

T{αi,α′i}{βi,β′i} =
∑

{si},{s′i}
A
s′0∗
α′0β

′
0
(W1)

s′1s
′
0∗

α′1β
′
1
. . . (Wn)

sns′n−1∗
α′nβ′n

(Wn)
snsn−1

αnβn
. . . (W1)s1s0α1β1

As0α0β0
(4.48)

where As are the matrices representing the translationally invariant initial state and W ss′
j

is the MPO representation of the time evolution operator evolving by one time step τ
from time (j − 1)τ to jτ . The index labels si do not refer to different sites here, but to
the different time steps. Note that the concept of a transfer matrix (albeit without time
evolution) was already introduced in (4.45). If we denote the central column with the
observable by TO,

(TO){αi,α′i}{βi,β′i} =
∑

{si},{s′i}
A
s′0∗
α′0β

′
0
(W1)

s′1s
′
0∗

α′1β
′
1
. . . (Wn)

s′ns
′
n−1∗

α′nβ′n
〈s′n|Ô|sn〉×

× (Wn)
snsn−1

αnβn
. . . (W1)s1s0α1β1

As0α0β0
,

the time-dependent expectation value can be written as [15, 76]

〈ψ(t)|Ô|ψ(t)〉 = lim
n→∞

tr(T nTOT n).

Note that instead of the usual edge vectors we simply use the trace (corresponding to
periodic boundary conditions), which does not make a difference in the thermodynamic
limit. To ensure the correct normalization we must actually calculate

〈Ô(t)〉 =
〈ψ(t)|Ô|ψ(t)〉
〈ψ(t)|ψ(t)〉 = lim

n→∞
tr(T nTOT n)

tr(T 2n+1)
, (4.49)

where the denominator corresponds to the same network as the numerator without the
observable.

If the dominant eigenvalue λ of T is non-degenerate (according to [76] the generic case),
then in the thermodynamic limit n→∞, the operators T n can be replaced by λn |R〉〈L|.
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4. Matrix Product States (MPS)

Here |R〉 and 〈L| are the right and left eigenvectors corresponding to the dominant eigen-
value λ (which are in general distinct because the transfer matrix is not hermitian). The
sought-for expectation value (4.49) becomes [15]

〈Ô(t)〉 =
〈L|TO|R〉
〈L|T |R〉 . (4.50)

A more rigorous derivation of this result is given in Appendix E and the graphical repre-
sentation is shown in Figure 4.27.

T TO T

=

〈L| TO |R〉
Figure 4.27. Full tensor network representing the ex-
pectation value 〈ψ(t)|Ôj |ψ(t)〉 in the thermodynamic
limit, where the initial state is given as a translation-
ally invariant MPS (blue). The green tensors form the
(also translationally invariant) MPO representing the
time evolution operator Û(τ) and the gray tensor is
the operator Ôj corresponding to the observable to be
measured. In this case the network can be reduced to
a contraction of two transverse MPS and a transverse
MPO (right).

So far, we only considered states and MPOs which are translationally invariant in the
sense that the matrices are identical at every site. However, all results derived above
can be easily generalized to unit cells larger than one site by using a transfer matrix
comprising more than one column of tensors (see Figure 4.28). We must then find the
eigenvectors of the product of all columns, e.g. 〈L| T1T2 = λ 〈L| and likewise for |R〉 for
two sites in the unit cell. Of course, in this case it can make a difference at which of the
sites in the unit cell the local observable is measured. If the larger unit cell does not have
a physical origin, but results from the algorithms used to determine the initial state and
time evolution MPO, this is undesirable, and we may have to average the observable over
all sites in the unit cell to reduce this effect and obtain meaningful results (see also Section
4.10.3). For the case of invariance under translation by two sites, which is relevant when
using an initial state obtained with two-site iDMRG or an MPO built from Trotter gates,
this is discussed in more detail below (Section 4.11.3).

The generalization to multiple-site observables and correlation functions is equally simple.
Instead of a single modified transfer matrix TO we then have multiple columns TO1, TO2, . . .
in the center of the network (see Figure 4.29 left and middle). In the same way we can treat
initial states which are translationally invariant except at a finite number of sites in the
center of the infinite chain, such as a ground state with a local excitation (see Figure 4.29
right). Whenever the initial state is modified, the same modification must be included
in the network representing the denominator 〈L|T |R〉 to ensure correct normalization.
Similar networks also arise from two-point time-dependent correlation functions, which
were calculated with the transverse method in [16].
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4.11. Transverse Contraction

T1 T2 T1O T2 T1 T2

=

〈L|T1O T2 |R〉

Figure 4.28. Tensor network representing the expectation value 〈ψ(t)|Ôj |ψ(t)〉 in the
thermodynamic limit, where the initial state is given as a translationally invariant MPS
with two sites per unit cell (indicated by the different shades of blue) and the time-evolution
operator Û(τ) as an MPO (green) with the same translational invariance. Here the operator
Ôj (gray) acts on the first site in the unit cell.

T TO1TO2 T

=

〈L|TO1TO2|R〉 T TO T TP T T T ′
O T ′ T

Figure 4.29. Examples for the tensor networks representing the expectation value of a
multiple-site observable (here 〈Ôi,i+1(t)〉, left), a correlation function (here 〈Ôi(t)P̂i+2(t)〉,
middle) and the expectation value of a local observable with a modified initial state (right)
in the thermodynamic limit. The last case also includes two-time correlation functions
〈Ôi(0)P̂j(t)〉. All networks can be reduced to a contraction of two transverse MPS and
several transverse MPOs as explicitly shown for the leftmost one. To obtain the correct
expectation value, every network must be divided by the value represented by the same
network without the gray operators.
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4. Matrix Product States (MPS)

4.11.2. Computation of Eigenvectors

The key task in the transverse contraction of the infinite network is to find the left and
right eigenvectors corresponding to the dominant eigenvalue of the transfer matrix T .
Bañuls et al. [15] proposed the power method, which consists of repeated application of
T (given as an MPO) to an initial vector |v〉 (given as an MPS) and normalization of the
result after each step. If the zip-up algorithm (see Section 4.6.1) is used for computing
the MPS-MPO product T |v〉, each iteration requires LT − 1 SVDs for a transfer matrix
consisting of LT tensors (for n time steps LT = 2n + 2). Each of these SVDs involves
O(D3χ3d) floating-point operations, where D is the transverse local dimension (which is
the bond dimension of the time evolution MPO) and d the transverse bond dimension
of the transfer matrix (which is the original physical dimension). Therefore, the overall
scaling of this algorithm is LTD3χ3d per iteration.

In practice, the truncation to a fixed transverse bond dimension during the zip-up algo-
rithm may prevent the algorithm from properly converging, because regions in Hilbert
space which cannot be represented with the restricted transverse bond dimension cannot
be reached.

As pointed out in [10], due to the MPO-MPS structure of the problem we can also use
a modification of DMRG to find the dominant eigenvectors. Conventional DMRG was
introduced for the task of finding the smallest eigenvalue of a hermitian operator, whereas
here we need to find the largest (in magnitude) eigenvalue of a non-hermitian MPO.
Therefore, the Lanczos (or Davidson) algorithm used to find the smallest eigenvalue of
the effective Hamiltonian must be replaced by a large sparse eigensolver for non-hermitian
matrices, e.g. the Arnoldi algorithm [80], and it must be targeted at the largest eigenvalue
instead of the smallest. To obtain the right (left) eigenvector of the transfer matrix, the
right (left) eigenvalue problem of the effective transfer matrix defined in analogy to (4.28)
must be solved to locally update the current transverse MPS.

Such a DMRG-like procedure for finding the dominant eigenvectors of the transfer matrix
has been used with imaginary time evolution to calculate thermodynamic properties of
infinite systems at finite temperature [81, 82] and is known in this context as transfer-
matrix DMRG. We will adopt this name and abbreviate it as TM-DMRG.

Throughout the present thesis, a two-site version of TM-DMRG is used, because for
ordinary DMRG calculations the two-site version is known to get stuck in local minima
less likely (see Section 4.7 for details on single-site and two-site DMRG). During each
sweep, 2(LT − 1) eigenvalue problems have to be solved and the corresponding matrices
are of dimension D2χ2, where D is the transverse local dimension (which is the bond
dimension of the time-evolution MPO) and χ is the transverse bond dimension (which
in practice is limited to values below the maximum transverse bond dimension). The
Arnoldi eigensolver uses O(m2n) operations for an n-by-n matrix and m iterations [83,
sec. 6.2]. For the cases discussed here, a few iterations (∼ 10) are sufficient even for very
large matrices and thus the Arnoldi algorithm requires O(D2χ2) floating-point operations.
After solving the local eigenvalue problem, the two-site matrix (Dχ×Dχ) must be split
by an SVD to recover the MPS form, which gives an additional O(D3χ3) operations.
Hence, the overall cost of one TM-DMRG sweep is O(LTD3χ3) operations.
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4.11. Transverse Contraction

At the first and last transverse site, the transverse local dimension equals the bond di-
mension of the initial state, which in case of highly entangled states (such as the ground
states of Heisenberg and Hubbard models) is typically much larger than the bond dimen-
sion of the time-evolution MPO. However, this does usually not pose a problem, because
unlike at the bulk sites these indices are not combined with transverse bond incides when
reshaping the MPS tensors into matrices (e.g. for an SVD).

Both TM-DMRG and the power method need an initial guess and fail if the overlap of this
initial vector with the dominant eigenvector is too small. For large transfer matrices (i.e.
many time steps), this becomes likely when using random matrices for the initial MPS
and, unlike for ordinary DMRG, it is not clear which kinds of initial states are physically
meaningful and expected to have a high overlap with the eigenvector. This problem can be
solved by starting with a small transfer matrix (e.g. the one without any time evolution)
and inserting the time steps one at a time in an infinite-system DMRG-like fashion (see
Section 4.7).

The MPS representing the initial state as well as the MPO used for time evolution have a
gauge degree of freedom (see Section 4.3). Although measurable quantities do not depend
on the gauge, it may certainly have an influence on the eigenvectors of the transfer matrix
and therefore on the success and accuracy of the numerical calculation. This will be
investigated in detail in Section 6.1.2 when we apply the transverse contraction method
to the propagation of a single particle in a lattice.

4.11.3. Measurement of Observables

Once an approximation for the eigenvalues 〈L| and |R〉 has been calculated, the ex-
pectation value 〈ψ(t)|Ô|ψ(t)〉 can be obtained by contracting the remaining network in
Figure 4.27 on the right. This is simply the matrix element of an MPO between two MPS,
which is a standard task when working with MPS and is best evaluated by contracting row
after row. The normalization 〈L|R〉 is also straightforward to calculate, as it corresponds
to the overlap of two MPS.

For more complicated expectation values or correlation functions as in Figure 4.29, a
contraction of the full remaining network rapidly becomes too costly and we must return
to approximate methods for MPS-MPO products, e.g. the zip-up algorithm, and apply
the columns to 〈L| or |R〉 one after another. This, of course, involves truncation and
therefore introduces an additional source of error.

The network depicted in Figure 4.27 only allows the calculation of the expectation value
at the final time t. However, usually one is interested in the entire evolution of the
observable from time 0 to t. Instead of repeating the whole algorithm (including the
computationally expensive calculation of the eigenvectors) at each grid point tj = jτ of

the time series, we can make use of the fact that Û(tj + τ, tj)
†Û(tj + τ, tj) = 1̂ (which

may be only approximately true for the respective approximation of Û) and obtain the
expectation value at earlier times by simply shifting the tensor corresponding to the
observable past the time evolution operators. The resulting network (see Figure 4.30) is
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1

n− 1

n

n

n− 1

1
Figure 4.30. Tensor network representing the expectation value
〈ψ(t− τ)|Ôj |ψ(t− τ)〉 in the thermodynamic limit, using the eigen-
vectors for the time t = nτ . The labels on the right side denote the
number of the respective time step. Since the two light green MPO
tensors belong to Û and Û † for the same time step, the state is (at
least approximately) evolved from t−τ to t and back after applying
the gray operator.

then an approximation for the expectation value

〈ψ(tj)|Û(t, tj)
†Û(t, tj)Ô|ψ(tj)〉 = 〈ψ(tj)|Ô|ψ(tj)〉 .

A drawback of this method is that if the bond dimension during the eigenvector search is
chosen too small for the final time, then one obtains wrong results for all times, although
the bond dimension might have been sufficient for the network corresponding to a smaller
total time.

〈L| T1O1T2O2 |R〉 〈L| T1 T2O1T1O2 T2 |R〉

+







1

2λ 〈L|R〉
1

λ

Figure 4.31. Graphical representation of the expectation value of a two-site operator
〈ψ(t)|Ôj,j+1|ψ(t)〉 in the thermodynamic limit, where the initial state is given as a trans-
lationally invariant MPS with two sites per unit cell (indicated by the different shades of
blue) and the time-evolution operator Û(τ) as an MPO (green) with the same translational
invariance. The expectation value is averaged over both sites in the unit cell to cancel
undesired even-odd effects.

If the initial state or the time-evolution MPO are invariant under translations by two sites
only, then the transfer matrix consists of two columns (Figure 4.28). In this case, it may
be necessary to average over the expectation values at both sites to suppress unwanted
even-odd effects (see Section 4.10.3). This is shown in Figure 4.31 for an operator acting
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4.11. Transverse Contraction

on two adjacent sites. Note that, whenever the operator extends into the next unit cell, a
full unit cell with both columns must be added to account for the translational invariance
of the network. This additional unit cell also appears in the denominator of (4.50), giving
an extra factor of the eigenvalue λ for the proper normalization.

4.11.4. Folding

For simple models, it has been observed [15, 16] that, due to the entanglement structure
in the transverse eigenvectors, longer times can be reached by combining the tensors
corresponding to the same time step into one tensor with squared dimensions. Graphically
this corresponds to folding the network as shown in Figure 4.32.

Figure 4.32. Folding method. Left: Final network resulting from the transverse contrac-
tion method in the thermodynamic limit, consisting of the transfer matrix containing the
operator between the left and right eigenvectors (white) of the pure transfer matrix. Right:
For the folding algorithm, tensors corresponding to the same time step are combined into a
single one before calculating the eigenvectors.

Müller-Hermes et al. [16] investigated the entanglement in the transverse eigenvectors
by means of a toy model that mimics freely propagating excitations, showing that for
certain cases where conventional MPS-based time evolution algorithms fail (in the sense
that they produce linearly growing entanglement) the folding algorithm still works.

The folding procedure reduces the number of tensors in the transfer matrix (i.e. of trans-
verse “sites”) for n time steps from LT = 2n + 2 to n + 1, but the transverse local
dimensions as well as the transverse bond dimensions of the transfer matrix are squared
due to the combination of indices. Since the number of floating-point operations required
for the eigenvector search is at least O(LTD3χ3) for the ordinary transverse contraction
(see Section 4.11.2), it becomes O(LTD6χ3) for the folded transfer matrix. Here, D is the
transverse local dimension, i.e. the bond dimension of the original time-evolution MPO,
and χ is the transverse bond dimension chosen for the eigenvector search. When compar-
ing the computational costs, it must be taken into account that the length of the transfer
matrix LT is halved by the folding process.

For a comparable computational effort, the bond dimension in the folded case must thus
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4. Matrix Product States (MPS)

be lower. The above considerations suggest a factor of D/ 3
√

2, but this is only true if we
assume the same dimension at each transverse bond and if we do not exploit the conser-
vation of quantum numbers. Despite this lower bond dimension, we do not necessarily
incur a loss of accuracy because of the reduced entanglement expected in the folded case.
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5. Response of the T-V Model to
Electromagnetic Pulses

In the following, we will investigate the time evolution of spinless fermions exposed to
an electromagnetic pulse. Throughout this chapter, the models under consideration are
simple or extended T-V models with V = 6T at half filling. The general Hamiltonian
reads

Ĥ =
L−1∑

i=1

(
−Tc†ici+1 − T ∗c†i+1ci + V

(
n̂i − 1

2

) (
n̂i+1 − 1

2

))

+
L−2∑

i=1

(
−T2c

†
ici+2 − T ∗2 c†i+2ci + V2

(
n̂i − 1

2

) (
n̂i+2 − 1

2

))
, (5.1)

where the hopping integral is denoted by a capital T to avoid confusion with time. We
will refer to the case T2 = V2 = 0 as the simple T-V model.

First, various spectral functions are calculated with MPS-based techniques in Section 5.1
to support the interpretation of the dynamics of the system. Then we will use the TEBD
algorithm (see Section 4.8.1) to simulate the time evolution of the system during and
after an electromagnetic pulse in Section 5.2. In order to look for impact ionization (see
Section 3.5), we compute the expectation values of the nearest-neighbor occupancy in
the time-evolved states. Since in the present case, TEBD is limited to small systems for
reasons explained in Section 5.2.1, we will use L = 20 throughout the chapter.

All MPS-related numerical calculations for this thesis were done in C++ with the ITensor
library [84]. Many routines such as Davidson and Arnoldi eigensolvers or DMRG are
already included in the library. Besides, a framework for conserved quantum numbers
(see Section 4.9) is implemented in the library and used whenever possible.

5.1. Spectral Functions of the Extended T-V Model

MPS-based time evolution can also be used for the calculation of time-dependent cor-
relation functions and spectral functions. In this section, the single-particle density of
states as well as spectral functions for some relevant observables of the T-V model are
calculated. The system shall be described by the particle-hole symmetric Hamiltonian
with open boundary conditions (5.1) and half filling is assumed.

We find the single-particle density of states following (2.29), (2.31) and (2.36) by time-
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evolving the states |i−〉 := ci |ψ0〉 and |i+〉 := c†i |ψ0〉 with TEBD and calculating

D(ω) = − 1

π

L∑

i=1

Im

tmax∫

0

eiωt−ηt2 〈{ci(t), c†i}〉 dt

= − 1

π

L∑

i=1

Im

tmax∫

0

eiωt−ηt2
(

eiE0t 〈ψ0|ci e−iĤt c†i |ψ0〉+ e−iE0t 〈ψ0|c†i eiĤt ci|ψ0〉
)

dt

= − 1

π

L∑

i=1

Im

tmax∫

0

eiωt−ηt2 (eiE0t 〈i+|i+(t)〉+ e−iE0t 〈i−(t)|i−〉
)

dt , (5.2)

where |ψ0〉 is the ground state and the small parameter η > 0 defines a window function
for finite time evolutions, leading to a Gaussian broadening of the peaks in the spectrum.
Each term of the sum can be considered the local density of states at the respective site,

Di(ω) = − 1

π
Im

tmax∫

0

eiωt−ηt2 (eiE0t 〈i+|i+(t)〉+ e−iE0t 〈i−(t)|i−〉
)

dt . (5.3)

Since the main purpose of these results is to provide additional information on the systems
considered later in Section 5.2, we use the same parameters (20 sites, V = 6T ) here. The
ground state at half filling |ψ0〉 is obtained from a DMRG calculation. Since the excitation
gap of the model (i.e. the energy difference between ground state and first excited state)
vanishes exponentially in the thermodynamic limit [47], in large systems DMRG tends to
get stuck in a linear combination of the ground state and first excited state with lower
entanglement. To avoid this, we perform two separate calculations with small alternating
chemical potentials of opposite sign added to the Hamiltonian,

Ĥ± = Ĥ ± ε
L∑

i=1

(−1)in̂i.

Using the average of the resulting states as the initial state for a few additional DMRG
sweeps increases the chances that the calculated state converges to the true particle-hole
symmetric ground state. We checked this by measuring the particle density at each site,
which should be 0.5 in the ground state, and in all cases the deviations from 0.5 were
small (less than 1 %).1

The time evolution is performed with a second-order Trotter decomposition and a time
step of τ = 0.02T−1 up to a total time tmax = 40T−1. For the window parameter the
value η = 0.01T 2 is chosen, corresponding to a broadening of σ ≈ 0.14T in frequency
space.

In Figure 5.1, we show the global density of states (5.2) per unit volume and the local
density of states (5.3) averaged over the two central sites, for several values of the next-
nearest neighbor parameters T2 and V2. Corresponding functions for the simple T-V

1Except for cases with next-nearest neighbor hopping T2 6= 0. In these cases, neither the Hamiltonian
nor the ground state is particle-hole symmetric and the quality of the ground state cannot be checked
in this way.
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5.1. Spectral Functions of the Extended T-V Model

model with different values of V have been calculated by Jeckelmann for larger systems
with dynamical DMRG [85] and show a good agreement with functions obtained with the
program used in this thesis.

For the system with 20 sites considered here, there are large differences between the local
density of states in the center and the global DOS. These differences must vanish in the
thermodynamic limit and therefore the results indicate that there are substantial finite-
size effects for L = 20. In particular, in the cases without next-nearest neighbor Coulomb
interaction the peaks at low frequencies seem to be a consequence of the finite size. Since
they do not appear in the local density of states at all, this contribution must be due to
sites closer to the edges of the system.
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Figure 5.1. Global density of states per unit volume (average of the local DOS over all
sites) and local density of states (averaged over the two central sites) of the simple and
extended 1D T-V model with 20 sites, open boundary conditions and V = 6T for several
parameters T2 and V2.
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Figure 5.2. Various spectral functions (global per unit volume and local at the center of
the chain) of the 1D simple and extended T-V model with 20 sites and V = 6T . Observables
are defined in subcaptions.
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Concerning next-nearest neighbor Coulomb interactions, the plots also show that these
lead to a smaller band gap, particularly in the local density of states. This is an expected
result, because the next-nearest neighbor repulsion in a certain sense counteracts the
nearest-neighbor repulsion that causes the band gap. While the nearest-neighbor repulsion
increases the energy of states where neighboring sites are occupied and therefore favors
Néel-like states with alternating occupation, the next-nearest neighbor repulsion penalizes
exactly these states.

Figure 5.1(c) and (d) confirm that the next-nearest neighbor hopping breaks the particle-
hole symmetry of the system, leading to a non-symmetric density of states. The width
of the bands and the band gap, however, is not significantly changed by the next-nearest
neighbor hopping.

With the same method as described above, we can compute the spectral functions for
several observables of interest. For a local hermitian operator Âi, the global spectral
function is given by

SA(ω) :=
∑

i

SAiAi(ω) = − 1

π

∑

i

Im

tmax∫

0

eiωt−ηt2 〈[Âi(t), Âi]〉 dt ,

where the sum runs over the entire lattice. Such functions for various observables are
plotted in Figure 5.2 for the simple and extended T-V model with V = 6T , V2 ∈ {0, T}
and T2 ∈ {0, 0.4T}, where again the parameters tmax = 40 and η = 0.01 were chosen.
Due to the hermiticity of the operators, the functions are symmetric in ω and therefore
only plotted for ω > 0. The local spectral functions SAiAi(ω) are averaged over the two
central sites for one-site observables and taken at the central bond for two-site observables.
Because of the equivalence of the T-V model and the XXZ model (see Section 3.2.1), the
density-density spectral function of the T-V model is equal to the spin-spin spectral
function (also known as longitudinal dynamical structure factor) of the XXZ model, the
leading (two-spinon) contribution of which has been calculated in momentum space with
the Bethe ansatz by Caux et al. [86] for the gapless regime (corresponding to V < 2) and
by Castillo [87] for the gapped regime V > 2.

According to (2.33), these spectral functions are related to the possible excitations of the
system by the respective operator Â. Like for the density of states, the peaks at low
frequencies are not present in the local functions at the center for many cases, indicating
that these correspond to finite-size effects.

For cases with next-nearest neighbor hopping, the spectral functions for the next-nearest
neighbor hopping and current are also relevant. They are shown in Figure 5.3, where the
local spectral functions are averaged over the two terms including the central bond. Since
they are about one order of magnitude smaller than the spectral functions for the cor-
responding nearest-neighbor observables, we expect the next-nearest neighbor processes
to play a minor role, but the next-nearest neighbor spectral functions are non-zero up to
much higher frequencies, allowing higher-energy excitations.
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Figure 5.3. Next-nearest neighbor hopping (left) and next-nearest neighbor current
(right) spectral functions of the 1D extended T-V model with 20 sites, open boundary
conditions, V = 6T , T2 = 0.4T and V2 = 0.

5.2. Time Evolution of the Nearest-Neighbor Occupancy

We will now investigate the nearest-neighbor occupancy in the simple and extended T-V
model after it is exposed to an electromagnetic pulse. Initially, the system shall be in its
ground state, which is obtained from a DMRG calculation (see Section 4.7).

To simulate the incidence of electromagnetic radiation, the Hamiltonian is modified ac-
cording to the Peierls substitution (see Section 2.2)

T → T e−iA(t), T2 → T2 e−2iA(t)

during the time evolution. This corresponds to a spatially homogeneous electric field
E(t) = −∂A/∂t and therefore contains the assumption that the wavelength of the radia-
tion is much larger than the system under consideration. For the vector potential, we use
a single cosine with a Gaussian envelope,

A(t) = −A0 exp

(
−(t− t0)2

2σ2

)
cos(Ω(t− t0)). (5.4)

The finite length in the time domain leads to a broadening in the frequency domain, which
is given by 1/σ. All results in this section are produced with pulses of width σ = 3T−1

centered at t0 = 13T−1, an example of which is shown in Figure 5.4.

It is now interesting to relate the units of the amplitude to typical values of real light
sources (e.g. for sunlight). The unit of electromagnetic vector potential used here corre-
sponds to ~/ed in SI units, where e is the elementary charge and d the lattice spacing.
For d = 1 Å this gives a unit of approximately 10−5 V s m−1 for the vector potential. The
time-averaged intensity of a plane, monochromatic electromagnetic wave is given in terms
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Figure 5.4. Left: Vector potential A and electric field E = −∂A/∂t of an electromagnetic
pulse of width σ = 3T−1 centered at t0 = 13T−1 with frequency Ω = 4T . Right: Absolute
value of the Fourier transforms of the vector potential and the electric field.

of the amplitude of the electric field E0 = A0Ω by I = cε0E
2
0/2. With a frequency of

1015 Hz (corresponding to an energy of ∼ 1 eV), the unit of the vector potential (i.e.
A0 = 1) leads to an intensity I ≈ 1015 W m−2. However, the pulse has a duration of only
∼ 10−14 s.

For sunlight, the intensity over the whole spectrum without attenuation in the atmosphere
would be approximately 1360 W m−2 [88]. Thus, with the amplitudes used in the present
thesis to observe impact ionization (see Sections 5.2.2-5.2.5), the intensity is many orders
of magnitude higher than that of sunlight on earth. With much smaller amplitudes, how-
ever, at unchanged numerical accuracy the observed effects would not lead to significant
changes of the observables.

The time evolution is done with the TEBD algorithm, using a second-order Suzuki-Trotter
decomposition of the time evolution operator (see Section 4.8.1). Actually, due to the
Peierls substitution the Hamiltonian becomes explicitly time-dependent and the time
evolution operator does not have the simple form exp(−iĤτ). However, if the time step τ
is chosen sufficiently small, such that the Hamiltonian is approximately constant during
one time step, we can approximate the time evolution operator by

Û(t+ τ, t) ≈ exp
(
−iĤ(t)τ

)
. (5.5)

Specifically for a pulse as described above, the requirement for the time step is Ωτ � 1.

For the investigation of phenomena in the T-V model, which are similar to impact ion-
ization in the Hubbard model, we study the long-term behavior of the nearest-neighbor
occupancy

N =
L−1∑

i=1

〈(n̂i − 1
2
)(n̂i+1 − 1

2
)〉 (5.6)

after the pulse. In the simple T-V model, this observable is proportional to the total
potential energy of the system.
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5. Response of the T-V Model to Electromagnetic Pulses

5.2.1. Verification and Limits of TEBD

To ensure correctness and convergence of the results obtained from TEBD, they are
compared to a full diagonalization calculation1 for a small system (see Figure 5.5). Note
that the larger time steps here do not only increase the Trotter error, but also the error due
to the discretization (5.5) of the time evolution operator during the pulse (which affects
both methods used). We see in Figure 5.5 that the TEBD results converge towards those
from the full diagonalization with decreasing time step and discarded weight as expected.
Although the time step τ = 0.01T−1 provides better results, for the further calculations
we stick with τ = 0.02T−1, where the error is still reasonably small with the benefit of a
considerably reduced computation time. For the maximum discarded weight, we will use
10−10.
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Figure 5.5. Comparison of the time dependent nearest-neighbor occupancy in the 1D
extended T-V model with 12 sites calculated with TEBD and full diagonalization. Inset:
deviation of the TEBD calculations from the full diagonalization results. The parameters
are V = 6, V2 = T , T2 = 0.4T , Ω = 6T and A0 = 0.8.

The success of MPS results from the fact that ground states of one-dimensional gapped
systems typically live in a rather small portion of the full Hilbert space [34]. This is,
however, not true for arbitrary excited states such as the state of the system during and
after the pulse. In fact, we observe an enormous growth of entanglement during the pulse,
which strongly limits the time scales accessible through MPS-based algorithms such as
TEBD for large systems. In Figure 5.6, the bond dimension on the central bond required
to keep the discarded weight below 10−10 is shown along with the entanglement across
this bond for one case.

1Full diagonalization refers to exact diagonalization of the full Hamiltonian matrix H in the basis
|s1 . . . sL〉 to obtain the ground state and the exact time evolution matrix exp(−iHτ).
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Figure 5.6. Von Neumann entanglement entropy across the central bond and correspond-
ing bond dimension required to keep the discarded weight below 10−10 (logarithmic) in a 1D
simple T-V model with 20 sites and V = 6T−1 exposed to an electromagnetic pulse with
frequency Ω = 6T and amplitude A0 = 0.2.

Concerning the entanglement scaling with the system size, for ground states the growth
is bounded by the area law (see Section 2.5.1), meaning that the entanglement entropy
remains approximately constant in one dimension. In the excited states after the pulse,
however, we observe a linear growth, which leads to an exponential scaling of the required
bond dimension with the system size (see Figure 5.7).
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Figure 5.7. Von Neumann entanglement entropy across the central bond (left) and corre-
sponding bond dimension to keep the discarded weight below 10−10 (right, logarithmic) in a
1D simple T-V model with V = 6T after an electromagnetic pulse with frequency Ω = 6T
and various amplitudes A0 as a function of the system size L. Despite being averaged over
Tt ∈ [25, 30] the entanglement entropy must be treated with caution due to its long-term
oscillating behavior, which Figure 5.6 gives a hint of. The dashed line in the right plot
marks the bond dimension 2L/2 required to represent the full Hilbert space by an MPS.

For high pulse amplitudes, the right plot in Figure 5.7 shows that we need to represent
almost the full Hilbert space with the MPS, which completely eliminates the advantages of
MPS and the time evolution methods coming with them over exact methods. In fact, the
same system sizes would probably be accessible with the exact diagonalization methods
used in [6], because the full1 Hilbert space of a 12-site Hubbard model has the same size

1Full in the sense that no conservation laws are exploited. Otherwise there is an advantage on the side
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5. Response of the T-V Model to Electromagnetic Pulses

as that of a 24-site T-V model.

Since L = 20 is the largest system size accessible with reasonable bond dimensions of
∼ 1000 even for high field amplitudes, we restricted the system size to this value in the
present thesis.

For the more physically relevant case of the Hubbard model, TEBD already fails at a
system size of L = 14 (in the sense that it requires bond dimensions above the capabilities
of a standard computer), which is why the discussion within this thesis is restricted to the
simpler T-V model. Figure 5.8 shows the entanglement and the required bond dimension
to keep the discarded weight below 10−7 for the extended Hubbard model with next-
nearest neighbor hopping, exposed to an electromagnetic pulse.
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Figure 5.8. Von Neumann entanglement entropy across the central bond and correspond-
ing bond dimension required to keep the discarded weight below 10−7 (logarithmic) in a 1D
extended Hubbard model (U = 7T , T2 = 0.83T ) with 14 sites exposed to an electromagnetic
pulse with Ω = 10T , A0 = 1, t0 = 5T−1 and σ = T−1.

5.2.2. Simple T-V Model (T2 = V2 = 0)

In Figure 5.9, the nearest-neighbor occupancy for the simple T-V model is plotted for
various pulse frequencies. The oscillations occurring at certain frequencies are not a finite
size effect, as they have a similar amplitude and period in different system sizes such as
L = 12. They seem to be a consequence of the pulse, and their frequency (during as
well as after the pulse) is about twice the frequency of the pulse. This was also observed
by Maislinger and Evertz for the Hubbard model [6] and is plausible because due to the
mirror symmetry of the system, the direction of the field cannot have an influence on the
response of a global observable and thus the response can only depend on A(t)2, which
has the double frequency.

of the Hubbard model, because it conserves particle number and spin.
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Figure 5.9. Nearest-neighbor occupancy in the 1D simple T-V model with 20 sites and
V = 6T exposed to electromagnetic pulses with various frequencies Ω (in units of T ) and
amplitude A0 = 0.2.

Relation of the Response to Spectral Functions

In Figure 5.10, the total absorbed energy during the pulse and the change of nearest-
neighbor occupancy due to the pulse are plotted as a function of frequency for the simple
T-V model and the cases with next-nearest neighbor hopping and next-nearest neighbor
Coulomb interaction, respectively. After the pulse, the system is not in a stationary state
anymore and thus the nearest-neighbor occupancy is not constant (see Figure 5.9). Its
temporal average, however, seems to be approximately constant and therefore the value
for ∆N in Figure 5.10 is obtained by averaging over a certain time range after the pulse.
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Figure 5.10. Change of energy (left) and of nearest-neighbor occupancy (right) due to a
pulse with amplitude A0 = 0.2 and frequency Ω in the extended T-V model with 20 sites
and V = 6T . The nearest-neighbor occupancy after the pulse was averaged over the time
range [t0 + 3σ, t0 + 3σ + 9T−1] with t0 = 13T−1 and σ = 3T−1 to filter out oscillations.
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Surprisingly, the absorbed energy as a function of the pulse frequency in Figure 5.10
exhibits strong oscillations. To clarify their origin, the calculations for the simple T-V
model were repeated with different system sizes (L = 12 and L = 16). The results are
compared in Figure 5.11 together with their Fourier transforms, which show the time scales
corresponding to the oscillations in the frequency domain. Since the time scale seems to
increase linearly with the system size L and the relative amplitude of the oscillations
decreases with growing L, we can conclude that the oscillations are due to the finite size
of the system.
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Figure 5.11. System-size dependence of the energy absorbed during a pulse with ampli-
tude A0 = 0.2 in the simple T-V model with V = 6T . Left: Change of total energy for
several system sizes as a function of the pulse frequency Ω. Right: Fourier transforms of
the curves on the left, showing the relevant time scales.

The different magnitude of the response with respect to the frequency, which is visible in
Figure 5.9 and Figure 5.10, can be related to the allowed excitations in various spectral
functions of the system.

Excitation processes in the Hubbard model seem to be well explainable by a single particle
picture [6], but this appears not to be the case for the processes under consideration in
the T-V model. The DOS of the extended T-V model for several parameters is shown
in Figure 5.1. Since the whole system is exposed to the electromagnetic field, all sites
contribute to the response and the relevant functions are the global densities of states.
In a single-particle picture, we would expect that any frequency which corresponds to
a transition compatible with the DOS would lead to a response of the system (e.g. a
significant amount of energy absorbed, see Figure 5.10). According to the density of
states, excitations with frequencies up to almost 20T−1 would be possible (a little lower
with V2 > 0), while the lowest-energy excitation across the band gap has an energy slightly
above 2T in the cases without next-nearest neighbor Coulomb interaction (and also less
with V2 > 0). Figure 5.10 already shows a response below the size of the band gap, but
this could be a consequence of the finite width of the pulse in frequency space (σω = 1

3
T ).

However, there is no response at the higher frequencies allowed by the DOS and the
maximum response is found at Ω ≈ 7T−1, while the DOS would suggest about twice this
value. Thus, the single-particle picture fails in explaining the frequency dependence of
the response.

80



5.2. Time Evolution of the Nearest-Neighbor Occupancy

This can be understood by the following considerations: Let a Hubbard system be in a
Néel-like state ↑ ↓ ↑ ↓. Adding a particle then leads to one doubly-occupied site, e.g. ↑ ↑↓
↑ ↓. In the T-V model, however, adding a particle to a state with alternating occupation
1 0 1 0 leads to a state like 1 1 1 0, which contains two pairs of occupied neighbors, i.e. two
elementary excitations. Thus, unlike for the Hubbard model, the single-particle spectrum
of the T-V model cannot be expected to explain excitations of the system due to the
electromagnetic pulse.

Instead, we should consider the spectral functions appropriate for the response to the
actual excitation, at least in linear response. Since the electromagnetic field couples to
the hopping terms t̂i = c†ici+1 + c†i+1ci and to the current ̂i = i(c†i+1ci− c†ici+1) via the real
and imaginary parts of the Peierls phase,

e−iA(t) c†ici+1 + h.c. = cos
(
A(t)

)
(c†ici+1 + h.c.)− i sin

(
A(t)

)
(c†ici+1 − h.c.)

= cos
(
A(t)

)
t̂i + sin

(
A(t)

)
̂i, (5.7)

the spectral functions of interest are the ones of these two observables (see Figure 5.2).
Again, the global spectral functions are relevant because of the global pulse.

In the case T2 = V2 = 0, both spectral functions have small peaks in the range ω ∈
[1T, 3T ] and a maximum between ω = 6T and ω = 7T with edges falling off to both
sides. These features approximately coincide with the shape of the absorbed energy as a
function of pulse frequency for the same case in Figure 5.10. For frequencies below ω ≈ T
and above ω ≈ 10.5T , the spectral functions are zero, which is also true for the response
in terms of absorbed energy or change of nearest-neighbor occupancy. Thus, the current-
current and hopping-hopping spectral functions succeed much better in explaining the
frequency-dependence of the response of the system.

No Impact Ionization

As a measure for the change of the nearest-neighbor occupancy after the pulse we calculate
its average directly after the pulse and a certain time ∆t later, where both values are
averaged over a time span of 20T−1 to filter out the high-frequency oscillations that are
present in some cases (e.g. in Figure 5.9 at Ω = 3T ):

∆N̄ (∆t) =
1

20T−1

t2+∆t∫

t1+∆t

N (t) dt− 1

20T−1

t2∫

t1

N (t) dt (5.8)

with t1 := t0 + 4σ and t2 := t0 + 4σ + 20T−1, where σ = 3T−1 is the width of the pulse
centered around t0 = 13T−1.

The quantity (5.8) is displayed as a function of the pulse frequency in Figure 5.12. There
is apparently no significant long-term change in the nearest-neighbor occupancy in the
simple T-V model that would indicate impact ionization.
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Figure 5.12. Change of the nearest-neighbor occupancy in the 1D T-V model with 20
sites and V = 6T during a time span of 70T−1 after an electromagnetic pulse with frequency
Ω and amplitude A0 = 0.2.

5.2.3. Next-Nearest Neighbor Coulomb Interaction (V2 6= 0)

Now we consider the effects of a next-nearest neighbor Coulomb interaction. The spectral
functions for this case (see Figure 5.2, middle column) are all shifted towards lower energies
compared to those with V2 = 0. This is also true for the energy absorption spectrum in
Figure 5.10 and again the frequency range and the maximum of the energy absorption
coincide with those of the global hopping-hopping and current-current spectral functions.

Figure 5.13 shows the time evolution of the nearest-neighbor occupancy for several pulse
frequencies as well as the change of the nearest-neighbor occupancy after the pulse as a
function of the pulse frequency. In this case, too, the average nearest-neighbor occupancy
remains constant after the pulse.
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Figure 5.13. Left: Time dependent nearest-neighbor occupancy in the 1D extended T-V
model with 20 sites, V = 6T and V2 = T , exposed to electromagnetic pulses with various
frequencies Ω (in units of T ) and amplitude A0 = 0.2. Right: Change of the average
nearest-neighbor occupancy after the pulse.
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5.2. Time Evolution of the Nearest-Neighbor Occupancy

With non-zero V2, next-nearest neighbor occupations can also raise the potential energy
and could therefore contribute to impact ionization. To get a complete picture, all three
contributions to the total energy for the case V2 = T for one frequency are visualized
in Figure 5.14. One can see that the distribution between kinetic and potential energy
stays approximately the same for all times after the pulse and we have found no frequency
where this is otherwise.
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Figure 5.14. Distribution of the total energy change among the single terms of the Hamil-
tonian for the extended 1D T-V model with 20 sites, V = 6T and V2 = T , exposed to an
electromagnetic pulse with frequency Ω = 7T and amplitude A0 = 0.2.

Thus, we can conclude that also with next-nearest neighbor Coulomb interactions, impact
ionization does not happen in the T-V model, although the model is then no longer
integrable [7]. This shows that the occurrence of impact ionization is not simply a matter
of non-integrability of the model as suggested by previous results (see Section 3.5).

5.2.4. Next-Nearest Neighbor Hopping (T2 6= 0): Impact Ionization

For the extended model with T2 6= 0, the global hopping and current spectral functions
in Figure 5.2 (right column) differ from those with T2 = 0 primarily at the frequencies
in the middle of the range, which is also true for the energy absorption in Figure 5.10.
Apart from that, the most apparent difference in the energy absorption with and without
the next-nearest neighbor hopping is the finite absorption at frequencies above Ω ≈ 11T ,
which only occurs with T2 > 0. This cannot be explained with the hopping-hopping
and current-current spectral functions, but with T2 6= 0 the external field additionally
couples to the next-nearest neighbor hopping and current via the Peierls substitution of
T2. Therefore, we must also take into account the spectral functions for these observables
(see Figure 5.3), which are non-zero up to higher frequencies of Ω ≈ 16T (albeit rather
small compared to the nearest-neighbor spectral functions in Figure 5.2(c) and (d)) and
thus can indeed explain the response in Figure 5.10 at the high frequencies.

Hence, as for all investigated cases, the response of the system (in terms of absorbed
energy, see Figure 5.10) is consistent with the possible excitations given by the hopping-
hopping and current-current spectral functions (see Figure 5.2(c) and (d)) and those for
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5. Response of the T-V Model to Electromagnetic Pulses

the corresponding next-nearest neighbor observables (see Figure 5.3).

Figure 5.15 shows the time-dependence of the nearest-neighbor occupancy N and its
change after the pulse. One can clearly see in the time evolution that for certain frequen-
cies (Ω = 7T , Ω = 9T ), N continues to grow after the end of the pulse at t ≈ 20T−1. The
right plot in Figure 5.15 confirms this observation and shows that the effect only occurs
for high frequencies Ω & 6T , whereas at lower frequencies the nearest-neighbor occupancy
decreases after the pulse. Qualitatively, the frequency-dependence of the nearest-neighbor
occupancy matches the result obtained by Maislinger and Evertz for the two-dimensional
Hubbard model [6].
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Figure 5.15. Left: Time dependent nearest-neighbor occupancy in the 1D extended T-
V model with 20 sites, V = 6T and T2 = 0.4T , exposed to electromagnetic pulses with
various frequencies Ω (in units of T ) and amplitude A0 = 0.2. Right: Change of the average
nearest-neighbor occupancy after the pulse.

A possible explanation for the long-term changes in the nearest-neighbor occupancy after
the pulse is depicted in Figure 5.16: High-energy excitations with ω > 2ω1 can decay into
two lower energy excitations, while two low-energy excitations with ω < ω2/2 can combine
into one higher-energy excitation (here ω1 and ω2 are the boundaries of the support of
the spectral function). These processes are similar to impact ionization (see Section 3.5)
and its inverse process (Auger recombination), to which the similar behavior in the two-
dimensional Hubbard model was attributed by Maislinger and Evertz [6]. Regarding the
excitations as quasiparticles we can imagine these processes as sketched in Figure 5.16.

Looking towards real materials, it is important to note that the time scale observed here
for impact ionization is shorter than typical time scales of electron-phonon scattering: For
a band gap1 of 1 eV, the time unit T−1 corresponds to approximately 1 fs, meaning that
impact ionization happens on a time scale of 10− 100 fs. On the other hand, typical time
scales for electron-phonon relaxation processes are 0.1− 1 ps [3].

The observation that next-nearest neighbor interactions are necessary for impact ioniza-
tion is consistent with the results of Kauch et al. [5], who performed calculations for

1The band gap has a width of approximately 2T , see Figure 5.1.
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Figure 5.16. Schematic illustration of impact ionization (left) and Auger recombination
(right) of arbitrary excitations (shown here as blue quasipartices) corresponding to a spec-
trum S(ω). Left: First a photon excites a high-energy quasiparticle (1). Since the number
of quasiparticles is not conserved, this high-energy quasiparticle can lower its energy upon
creation of a second one (2). Right: The same process can take place in the other direction,
where two low-energy quasiparticles are excited by photons (1) and combine into a single
one with higher energy (2).

the Hubbard model in various geometries and found that impact ionization occurs in all
except the linear chain. Since next-nearest neighbor interactions in a one-dimensional
chain are equivalent to a zig-zag chain (i.e. two coupled chains, somewhat similar to the
2-by-6 system treated in [5]), the same seems to be true for the T-V model.

It is, however, interesting that next-nearest neighbor hopping appears to be necessary for
impact ionization, as we did not observe it with next-nearest neighbor Coulomb interaction
in Section 5.2.3. Hence, the hopping geometry seems to be crucial for impact ionization.
This was also noticed by Kauch et al. [5] who found that next-nearest neighbor hopping
enhances impact ionization in the two-dimensional geometries they considered. In one
dimension, we have seen that the next-nearest neighbor hopping enables impact ionization
in the first place.

To check whether fermionic anticommutation relations are necessary for impact ioniza-
tion to occur, the calculation for a case with impact ionization is repeated for hard-core
bosons. That is, we use the same Hamiltonian (5.1) but the fermionic operators c and
c† are replaced by annihilation and creation operators b and b† with bosonic commuta-
tion relations. However, these operators are still assumed to obey the Pauli principle,
i.e. b2 = (b†)2 = 0. This hard-core boson model is only different from the fermionic T-V
model with next-nearest neighbor hopping T2 6= 0 and it is equivalent to a spin-1/2 XXZ
model with nearest and next-nearest neighbor interactions.

In Figure 5.17, results for T2 = 0.4T and Ω = 8T are presented for the hard-core boson
and fermion models. The data show that impact ionization is not restricted to fermions,
but also happens for hard-core bosons under the same circumstances.

5.2.5. Both Next-Nearest Neighbor Couplings (T2 6= 0, V2 6= 0)

For the case with next-nearest neighbor hopping and Coulomb interaction, the nearest-
neighbor occupancy as a function of time and its long-term change after the pulse as a
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Figure 5.17. Time dependent nearest-neighbor occupancy in the 1D fermionic and hard-
core bosonic extended T-V models with 20 sites, V = 6T and T2 = 0.4T exposed to an
electromagnetic pulse with frequency Ω = 8T and amplitude A0 = 0.2, centered around
t0 = 13T−1 with width σ = 3T−1.

function of pulse frequency are plotted in Figure 5.18. Impact ionization and Auger re-
combination both still happen like in the case with T2 6= 0 and V2 = 0, but the additionally
switched on next-nearest neighbor Coulomb interaction seems to favor the latter. While
the decrease of the nearest-neighbor occupancy in the lower frequency range (i.e. Auger
recombination) is stronger than in the case with V2 = 0 (see Figure 5.15), the increase
for higher frequencies corresponding to impact ionization is very small compared to the
V2 = 0 case.
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Figure 5.18. Left: Time dependent nearest-neighbor occupancy in the 1D extended T-V
model with 20 sites, V = 6T , V2 = T and T2 = 0.4T , exposed to electromagnetic pulses
with various frequencies Ω (in units of T ) and amplitude A0 = 0.2. Right: Change of the
average nearest-neighbor occupancy after the pulse.

For some of the lower frequencies, the oscillations of the nearest-neighbor occupancy do
not have the same short periodicity as in Figure 5.15 (e.g. for Ω = 3T ), which makes
the averaging procedure to obtain ∆N̄ less reliable and in combination with the high
amplitude of the oscillations at low frequencies causes the high values at some frequencies
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below 3T in Figure 5.18 (see gray line for Ω = 1.5T ).

The frequency ranges in which impact ionization and Auger recombination happen are
at lower frequencies than with V2 = 0 (see Figure 5.15) in accordance with the spectral
functions shown in Figure 5.2 for the case T2 = 0, V2 = T . Here T2 6= 0, but comparison of
the first and third column in Figure 5.2 shows that T2 seems not to change the frequency
range where the spectral functions are non-zero, while a positive V2 shifts the range
towards ω = 0.

5.3. Multi-Photon Absorption

In Figure 5.19, the energy absorption during the pulse and the change of nearest-neighbor
occupancy after the pulse are plotted as a function of the pulse frequency for various
pulse amplitudes for the case T2 = 0.4T , V2 = 0. Since, according to (2.34), in the linear
response regime the absorbed energy depends on the square of the amplitude of the per-
turbation, the energy differences are scaled by the squared amplitude in Figure 5.19.1 For
the lower amplitudes, the scaled energy absorption is almost exactly the same, suggest-
ing that these amplitudes are in the linear regime. For the highest amplitude A0 = 0.8,
however, the response already seems to be highly nonlinear as the absorbed energy is not
proportional to the squared amplitude anymore.
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Figure 5.19. Change of energy due to the pulse (left) and change of nearest-neighbor
occupancy after the pulse (right) in the extended T-V model with 20 sites, V = 6T and
T2 = 0.4T as a function of frequency Ω, for various amplitudes A0 of the pulse.

At the highest intensity of the pulse, the response in terms of energy scaled by the squared
amplitude (as plotted in Figure 5.19) is much smaller than with lower pulse intensities
(suggesting some kind of saturation behavior) for most frequencies. However, in the low-
frequency range this difference is smaller than for higher frequencies and for Ω = 1T the
scaled (!) absorbed energy is even higher for A0 = 0.8 than for the lower amplitudes. This
is due to the absorption of multiple photons either at once (multiphoton absorption) or

1In the Hamiltonian, the perturbation appears as a factor e−iA, but the leading order is still linear
because e−iA = 1− iA+O

(
A2
)
.
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5. Response of the T-V Model to Electromagnetic Pulses

one after another. The former is a nonlinear process, which can lead to absorption even
at photon frequencies below the linear absorption spectrum [89, 90].

Both kinds of processes lead to a contribution of eigenstates with energies (relative to the
ground state), which are approximately integer multiples of the incident frequency, to the
state of the system after the pulse. Hence, they are visible in the eigenstate spectrum (see
Section 2.6) of the excited system, which can be calculated numerically with the already
implemented methods according to (2.46) and (2.50), as peaks at E0 +nΩ. In Figure 5.20
and Figure 5.21, the eigenstate (Loschmidt) spectra of systems with and without next-
nearest neighbor hopping, exposed to pulses with different amplitudes and frequencies,
are shown.
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Figure 5.20. Loschmidt eigenstate spectra of the 1D simple T-V model (T2 = V2 = 0)
with 20 sites and V = 6T after a pulse with various frequencies Ω and several amplitudes
A0.
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The spectra for both cases look almost exactly the same. It is clearly visible that the
fraction of states with energies around E0 + nΩ increases with larger intensity, which
corresponds to the absorption of n photons. In particular, multiphoton absorption with
n > 1 is not present at all at the lowest intensity A0 = 0.1 and only very weak at A0 = 0.2.
While for A0 = 0.2 only the two-photon process occurs, the highest intensity shown in
the plot, A0 = 0.8, also shows indications of absorption of more than two photons.
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Figure 5.21. Loschmidt eigenstate spectra of the 1D extended T-V model with 20 sites,
V = 6T and T2 = 0.4T after a pulse with various frequencies Ω and several amplitudes A0.

At Ω = T , absorption of a single photon is not possible, yet energy is absorbed during
the pulse according to Figure 5.19. The first plot in Figure 5.21 provides an explanation
for this: No states are occupied at E0 + Ω, which is consistent with the expectation that
no absorption occurs at the frequency Ω. However, with a sufficiently high intensity, two
photons can be absorbed at once, which is indicated by the peak a little below E0 + 2Ω
in Figure 5.21 at the top. We might expect the peak to be exactly at E0 + 2Ω, but the
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finite width of the pulse in the frequency domain (see Figure 5.4) in combination with
the possible excitations of the system can lead to this deviation. In the present case, for
instance, it is possible that the absorption of two photons with Ω = 0.8T has a higher
probability than with Ω = 1T .

The peaks at very high energies in the second and third plots, on the other hand, must be
caused by subsequent absorption of multiple photons, because no photons with frequencies
above approximately 15T are absorbed by the system (see Figure 5.10). At intermediate
frequencies (in the range where energy is absorbed, see Figure 5.19) both processes can
occur and contribute to the respective response in the Loschmidt spectra.
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5.4. Summary

5.4. Summary

First, the density of states and various spectral functions were calculated for the extended
T-V model with 20 sites by applying of TEBD for the computation of time-dependent
correlations. The spectral functions show at which photon energies excitations of the
system are possible and therefore absorption can be expected.

To search for signs of impact ionization, the ground state of the extended T-V model with
20 sites and several parameter sets was calculated with DMRG and then time-evolved
with TEBD. During the time evolution, the system was exposed to electromagnetic waves
modeled by means of the Peierls substitution. Since this electromagnetic pulse leads to
linear growth of entanglement in the state and therefore exponential growth of the required
bond dimensions, it was found that the TEBD algorithm is restricted to either short time
scales or small systems, justifying the choice of only 20 lattice sites. The entanglement
also depends on the amplitude of the pulse.

The dependence of the response of the system on the frequency of the electromagnetic
field (i.e. the photon energy) was examined and compared to the current-current and
hopping-hopping spectral functions, because the field couples to the current and hopping
operators via the Peierls substitution. A good agreement concerning the frequency ranges
and the location of the maxima was found.

As a measure for impact ionization, the long-term change of the nearest-neighbor occu-
pancy after the pulse is used. In most cases, the nearest-neighbor occupancy grows during
the pulse, showing that pairs of occupied neighboring sites are created by the incident
photons. However, impact ionization, namely further growth after the end of the pulse, is
only observed with next-nearest neighbor hopping T2 6= 0. The fact that impact ionization
does not occur in all cases with next-nearest neighbor Coulomb interaction contradicts
the idea that integrability alone is the reason for the absence of impact ionization in
one-dimensional models.

Both impact ionization and Auger recombination are present with next-nearest neighbor
hopping and both processes occur in certain frequency ranges that are compatible with
the picture of high-energy excitations decaying into multiple lower-energy excitations.
However, unlike in the Hubbard model, the energy ranges do not correspond to the spectra
of single-particle excitations. Hopping-hopping and current-current spectral functions
succeed much better in explaining the behavior of the system.

A repulsive next-nearest neighbor Coulomb interaction V2 > 0 in addition to the next-
nearest neighbor hopping appears to favor Auger recombination while suppressing impact
ionization.

For comparison, the calculation was repeated with hard-core bosons instead of fermions
for one case, showing that impact ionization also occurs for the bosons.

At high amplitudes of the pulse, evidence for multi-photon absorption was found. Eigen-
state spectra of the state after the pulse were calculated, where these processes are visible.
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6. Time-Evolution of the T-V Model
with Transverse Contraction

In this chapter, the time evolution of the T-V model will be repeated with the transverse
contraction approach in the thermodynamic limit, which was introduced in Section 4.11.
To test the algorithm and reveal potential problems and difficulties, it is first applied to
the simple case of an empty T-V model where a single particle is added at one site at time 0
(Section 6.1). Then, in Section 6.2, we study the applicability of the transverse method for
the long-term measurement of the nearest-neighbor occupancy after an electromagnetic
pulse (which was done in Section 5.2 for small systems).

Like in Chapter 5, all calculations are done with C++ programs using the ITensor library
[84]. The conservation of the total particle number is exploited as explained in Section
4.9 with the framework included in the library.

6.1. Propagation of a Single Particle

As a first check of the transverse approach, we simulate the propagation of a single particle
localized at a certain site 0 in an otherwise empty system in the thermodynamic limit.
The system shall be described by the T-V Hamiltonian (see Section 3.2)

Ĥ =
∞∑

i=−∞

(
−Tc†ici+1 − T ∗c†i+1ci + V

(
n̂i − 1

2

) (
n̂i+1 − 1

2

))
. (6.1)

For only one particle in the system, the T-V model is equivalent to the tight-binding model
and the time evolution can be calculated analytically in this subspace (see Appendix D).

6.1.1. The Transfer Matrix

Even though we want to simulate the dynamics of one particle, the initial state used for
the transfer matrix is the one with no particles in the system. The reason for this is, that
the transfer matrix describes the translationally invariant parts of the system to the left
and right of the central region in which the particle is added and the measurements are
done. The creation operator for the particle as well as all measurement operators must
then be incorporated in the central, non-translationally invariant part of the system that
is only used for the final measurement step (see Figure 6.1).
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T T ′ T TO T

=

〈L| T ′ T TO |R〉

Figure 6.1. Network representing the expectation value of the particle density n̂ on site
2 at time t after a particle was added on site 0 at time 0 in the thermodynamic limit.
The translationally invariant initial state is given by the blue MPS, the green MPO is an
approximation of the translationally invariant time evolution operator, the black tensors
correspond to c† (and c in the upper part, if read from bottom to top) and the gray ones to
n̂. In the actual calculations in this section, the MPO is invariant under translation by two
sites only and the measurement is more complicated, see Section 6.1.3.

The empty system in the thermodynamic limit is described by the product state

|ψ〉 =
∞⊗

i=−∞
|0〉i

with the trivial iMPS representation A0 = 1, A1 = 0.

For the time evolution MPO, we use decomposed second-order Trotter gates or the second-
order WI-approximation, which are both described in Section 4.8.2. A comparison of the
two methods with regard to the accuracy of the results is given in Section 6.2.3. Both
second-order approximations require two different MPOs for one time step. In the present
case, the Hamiltonian is time-independent and thus the MPOs are the same for each time
step.

In order to read off the WI-approximation (see Section 4.8.2), the Hamiltonian of the T-V
model (6.1) must be written as an MPO. Since the anticommutation relations of fermionic
operators on different sites can not be encoded in the corresponding matrices easily, we
use the Jordan-Wigner transformation (3.8) (see Section 3.2.1) to transform to hard-core
bosonic operators b† and b which commute on different sites. In terms of these operators,
the kinetic terms become

−Tc†ici+1 − T ∗c†i+1ci = −Tb†ibi+1 − T ∗b†i+1bi = −Tb†ibi+1 − T ∗bib†i+1

and the potential terms do not change, because n̂i = c†ici = b†ibi.

The Hamiltonian for L sites can now be represented as an MPO Ŵ [1] ⊗ . . . ⊗ Ŵ [L] with
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the operator-valued matrices

Ŵ [i] =




1̂i V (n̂i − 1
2
) −T ∗bi −Tb†i 0

0 0 0 0 n̂i − 1
2

0 0 0 0 b†i
0 0 0 0 bi
0 0 0 0 1̂i




for i = 2, . . . , L− 1. (6.2)

In the case of a finite system, it is easy to verify that with the edge vectors Ŵ [1] =
(1̂ 0 0 0 0) and Ŵ [L] = (0 0 0 0 1̂)T , one retrieves the T-V Hamiltonian (3.7). In the
thermodynamic limit, the edge tensors are irrelevant and we simply use (6.2) on every
site. According to (4.37), the WI time-evolution MPO for this MPO-representation of the
Hamiltonian is given by

Ŵ
I[i]
TV(τ) =




1̂i
√
−iτV (n̂i − 1

2
) −
√
−iτT ∗bi −

√
−iτTb†i√

−iτ(n̂i − 1
2
) 0 0 0√

−iτb†i 0 0 0√
−iτbi 0 0 0


 . (6.3)

Note that for the second-order approximation, two MPOs of the form (6.3) with complex
time steps 1±i

2
τ are used (see Section 4.8.2).

Like all MPOs, the representation (6.3) is not unique, but has a gauge degree of freedom.
Consequences of the gauge on the algorithm are discussed in Section 6.1.2.

Finally, the transfer matrix is constructed from the initial state MPS and the time evolu-
tion MPOs as described in Section 4.11. If the MPO tensors are obtained by decomposing
Trotter gates, the resulting MPO has a unit cell with two possibly distinct matrices for
adjacent sites. Although here it should not make a difference which one is used, we will
still build a transfer matrix with two columns (as in Figure 4.28), allowing us to reuse the
code for ground states calculated with two-site iDMRG as initial states.

The transfer matrix is shown in Figure 6.2. Both columns consist of the trivial tensor
representing an empty site (blue) and the MPO tensors. For the second-order Trotter
approximation, we use the tensors W [A] (left column) and W [B] (right column) as defined
in Section 4.8.2, where in the second-order case two sets W [A1], W [B1] and W [A2], W [B2]

are applied alternatingly. If the WI-approximation is used, then W [A] and W [B] are both
replaced by W I from (6.3), and for the second-order approximation we obtain two tensors
with complex time steps (see Section 4.8.2), which are again applied alternatingly. The
upper half of the network in Figure 6.2 is simply the conjugate of the lower half.

For finding the dominant eigenvectors, the TM-DMRG method introduced in Section
4.11.2 is used. Since we need the eigenvectors of the full transfer matrix T = T1T2, we
must modify the algorithm to consider both columns. This is equivalent to a generalization
of DMRG (see Section 4.7) to an operator represented by two MPOs, which is in fact
straightforward. If we define the effective Hamiltonian instead of (4.28) as

Heff
(αj−1αjsj)(α′j−1α

′
js
′
j)

=
∑

βj−1β
′
j−1

βjβ
′
js
′′
j

Lαj−1βj−1β′j−1α
′
j−1
W

1[j]sjs
′′
j

βj−1βj
W

2[j]s′′j s
′
j

β′j−1β
′
j
Rαjβjβ′jα

′
j
, (6.4)
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T1 T2
Figure 6.2. Transfer matrix for an empty T-V model, time
evolved with an MPO (green) with two sites in the unit cell. The
gray lines indicate dummy indices with dimension 1, because the
initial state is a product state.

with accordingly modified L and R, then (4.29) remains valid for the case with two
MPOs given by the tensors W 1[j] and W 2[j], respectively. Remember, however, that
in TM-DMRG, (4.29) has to be solved for the largest eigenvalue with a non-hermitian
eigensolver. The left and right eigenvector are calculated separately, where, as explained
in Section 4.11.2, the left or right eigenvectors of the effective transfer matrix have to be
found in the course of the local optimization.

For the present case, very few TM-DMRG sweeps (about 5) are sufficient for convergence
in the eigenvalues up to 14 digits (with a maximum discarded weight of 10−12).

6.1.2. Overlap of Eigenvectors

The crucial part of the transverse approach is the computation of the left and right
eigenvectors 〈L| and |R〉 of the transfer matrix corresponding to the dominant eigenvalue.
If they are normalized separately, i.e. 〈L|L〉 = 〈R|R〉 = 1, then their overlap 〈L|R〉 will
be smaller than 1, because left and right eigenvectors are not the same for a general, non-
hermitian operator (see also Appendix E). Since this overlap is the denominator in (4.50),
very small values can cause numerical problems when calculating expectation values.

Gauge Dependence of the Overlap

For the time evolution of the empty system from the previous section, the overlap is shown
as a function of total time for various time steps with an asymmetric gauge of the MPO
in Figure 6.3. By asymmetric gauge we mean that the Trotter gates are decomposed into
(UΛ)V † as in Figure 4.21 and the WI-matrices are formed as in (6.3) except that the full
factor −iτ is assigned to the entries in the first row (to obtain a “maximally asymmetric”
form for comparison purposes). For both methods, the second-order versions are used,
leading to two different MPOs for each time step (see Section 4.8.2). In all cases, the
eigenvectors are found with the TM-DMRG algorithm (see Section 4.11).

The overlap seems to decrease exponentially with the number of time steps regardless of
the size of the time step (i.e. not with the total time). Already for short times (below
t = 5T−1 for small time steps), the overlap becomes too small to be representable with a
double precision floating-point number.1

1The double precision floating-point format can represent numbers as small as 2−1022 ≈ 2 · 10−308 or a

96



6.1. Propagation of a Single Particle

Tt

|〈L
|R

〉|

0 2 4
10−344

10−172

100

nt

0 50 100 150
10−185

10−92

101
Trotter Tτ =

0.01
0.05
0.1

WI Tτ =
0.01
0.05
0.1

Figure 6.3. Overlap of the left and right eigenvectors of the transfer matrix for the time
evolution of an empty T-V model with various time steps τ , where the transfer matrix is
built from asymmetric MPO matrices. The MPOs are obtained from second-order Trotter
or WI approximations. Left: Overlap (logarithmic) as a function of total time t. Right:
Overlap (logarithmic) as a function of the number of time steps nt. In the right plot, for
both methods all curves are on top of each other.

A major improvement of this scaling can be achieved by using a more symmetric gauge of
the time-evolution MPO (see Section 4.3 for details on gauge transformations). For the
WI-approximation, instead of (6.3) we can equivalently use the matrices

Ŵ
I[i]
TV(τ) =




1̂i
√
−iτV (n̂i − 1

2
)
√

iτT ∗bi
√

iτTb†i√
−iτV (n̂i − 1

2
) 0 0 0√

iτT ∗b†i 0 0 0√
iτTbi 0 0 0


 (6.5)

and when forming an MPO from Trotter gates, we can symmetrically distribute the
singular values to the left and right, i.e. decompose the gates into (U

√
Λ)(
√

ΛV †) instead
of simply pushing the singular values into the matrix to their left (see Section 4.8.2,
Figures 4.21 and 4.22).

Figure 6.4 shows the overlap for this “symmetric” gauge (we will call it that although
the matrices are not really symmetric). Although the overlap still decreases exponentially
with time, the slope is much smaller than with the asymmetric gauge and the values are
far from reaching the representability limits of a computer. The small values could still
cause numerical instability, but this seems not to be the case as the results obtained with
symmetrically gauged MPO matrices compare well with exact results (see next section).
Besides, the overlap now depends on the total time and not the number of time steps,
indicating a physical origin.

Apart from avoiding extremely small overlaps, a further advantage of the symmetric
MPO gauge is that the entanglement between the transverse sites in the left and right
eigenvectors is approximately the same, leading to similar transverse bond dimensions.
When using an asymmetric gauge, the required transverse bond dimension χ is larger
in one of the eigenvectors and smaller in the other, which is inconvenient because the

few orders of magnitude smaller (≈ 5 · 10−324) at the cost of significant digits [91].
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Figure 6.4. Overlap of the left and right eigenvectors of the transfer matrix for the time
evolution of an empty T-V model with various time steps τ , where the transfer matrix is
built from symmetrically gauged MPO matrices. The MPOs are obtained from second order
Trotter or WI approximations. Left: Overlap (logarithmic) as a function of total time t.
Right: Overlap (logarithmic) as a function of the number of time steps nt.

TM-DMRG algorithm used to find the eigenvectors scales as χ3. For these reasons,
symmetrically gauged MPOs are used for all further calculations, including Section 6.2.

The overlap is also influenced by the gauge of the MPS representing the initial state,
but this only contributes a constant factor which does not play a big role compared to
the large number of time-evolution MPOs. All results in this thesis were obtained using
right-canonical iMPS for the initial state. Still, the overlap could be further increased by
using a symmetric gauge for the MPS instead of a left- or right-orthogonal one. Similar to
the MPOs, this can be achieved by using

√
Λ[i−1]Γ[i]

√
Λ[i] with Λ and Γ from the canonical

form (see Sections 4.3 and 4.10.2).

Biorthonormalization of the Eigenvectors

Bañuls et al. used a biorthonormalization procedure to solve the problem of small overlaps
(M. C. Bañuls, private communication, September 2020). Let L[i] and R[i] denote the
tensors of the transverse MPS 〈L| and |R〉, respectively (Figure 4.27, white tensors),
which are numbered from bottom to top. Starting at the bottom (i = 1) we go through
the transverse MPS and at each transverse site form the matrix

M
[i]
αiβi

=
∑

riαi−1

L[i]ri
αi−1αi

R
[i]ri
αi−1βi

,

which is shown graphically in Figure 6.5 in the leftmost diagram. For the first transverse
site, α0 is a dummy index with dimension 1. The matrix M [i] is then SV-decomposed into
UΛV † (see Figure 6.5) and the matrices are transformed according to

L[i]li
αi−1αi

→
∑

αi

L[i]li
αi−1αi

U †αiγ

√
Λ−1
γ , L[i+1]li+1

αiαi+1
→ 1

‖
√

Λ‖
∑

αi

√
ΛγUγαiL

[i+1]li+1
αiαi+1

,

R
[i]ri
βi−1βi

→
∑

βi

R
[i]ri
βi−1βi

Vβiγ

√
Λ−1
γ , R

[i+1]ri+1

βiβi+1
→ 1

‖
√

Λ‖
∑

βi

√
ΛγV

†
γβi
R

[i+1]ri+1

βiβi+1
. (6.6)
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Apart from the normalization factor 1/‖
√

Λ‖ that keeps the new matrices within rea-
sonable orders of magnitude, this is (seemingly, see below) a gauge transformation that
leaves the transverse MPS unchanged and leads to a biorthonormality relation as shown
in Figure 6.5 on the right. After the transformation is carried out for all transverse sites
(i = 1, . . . , LT ), the network representing the overlap 〈L|R〉 collapses due to this relation
and the overlap is given by the contraction of the last two tensors, which can be set to 1
by appropriate scaling of the tensors.

L[i] R[i]

ri
=

U V †

Λ
L[i] R[i]

U † V

√
Λ−1

√
Λ−1

=

Figure 6.5. Biorthonormalization of the left and right eigenvector to ensure 〈L|R〉 = 1.
An SVD of the diagram on the left is used to regauge both transverse MPS according to
the right diagrams. The next tensors in both MPS must be multiplied by

√
ΛU and

√
ΛV †,

respectively.

However, for the cases where the biorthonormalization procedure was tried in the present
thesis, it failed for the following reason: During the contraction over the transverse local
index ri in Figure 6.5 on the left, non-zero contributions for a particular value of ri in
one tensor may be deleted by a zero matrix for that value of ri in the other tensor (e.g.
L[i]2 6= 0 but R[i]2 = 0). Then it may happen that in the matrix which is SV-decomposed,
subspaces are missing (in the sense that they are in the null space) that were present
in L[i] or R[i]. Singular values corresponding to these subspaces will be zero and this
means that the transformation (6.6) does in fact not leave the MPS unchanged, because
U †
√

Λ−1
√

ΛU = 1 is only true outside the mentioned subspaces (Λ−1 is to be understood
as a pseudoinverse with zeros where singular values are below a certain threshold). How
exactly this issue emerges is investigated in more detail in terms of a specific example in
Appendix F.

Besides, all measures taken to increase the overlap after the eigenvector search algorithm
have the drawback that they potentially scale up errors in the eigenvector. Imagine the
extremal case that the error of one of the eigenvectors is exactly parallel to the other
eigenvector,

|δR〉 := |R̃〉 − |R〉 =
∥∥|δR〉

∥∥ |L〉 ,
where |R̃〉 is the approximation and |R〉 is the exact eigenvector. If we assume for sim-
plicity that 〈L| is exactly known, then the error in the overlap is

〈L|δR〉 =
∥∥|δR〉

∥∥.

We have seen that the overlap can easily become as low as 10−16 even for short time
evolutions (see Figure 6.4), which for this example would mean that a rather low error
of
∥∥|δR〉

∥∥ = 10−16 in the eigenvector corresponds to an error of 100 % in the overlap.
If the component of |R〉 which is parallel to |L〉 is now scaled up by any means (which
is necessary to increase the overlap), then so is the error. In most cases, of course, the
error will be far from parallel to the other eigenvector, but for very small overlaps such
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6. Time-Evolution of the T-V Model with Transverse Contraction

problems are likely to occur. They could be overcome by searching both eigenvectors
simultaneously and enforcing the biorthonormality during whatever algorithm is used to
solve the eigenvalue problem.

In this thesis, the biorthonormalization will not be used due to the problem of deleted
subspaces and because the small overlap appears not to entail numerical problems.

6.1.3. Measurement and Results

For the discussion of the measurement of the particle density at various sites, we define
the following transverse operators (Figure 6.6):

• T1 and T2 are the columns of the transfer matrix (see also Figure 6.2),

• T ′1 and T ′2 are the columns of the transfer matrix with c† applied to the initial state
at the respective site,

• T1O and T2O are the columns of the transfer matrix including the observable to be
measured,

• T ′1O and T ′2O are the columns of the transfer matrix with c† applied to the initial
state, including the observable to be measured.

T1 T2 T ′
1 T ′

2 T1O T2O T ′
1O T ′

2O

Figure 6.6. Transverse operators for the measurement of the particle density in the T-
V model in the thermodynamic limit at various sites with transverse contraction, after a
single particle was added to the otherwise empty system. The black tensors represent c† (or
c in the upper part if read from bottom to top) and the gray tensors represent the particle
number operator n̂. The gray lines indicate dummy indices with dimension 1 connecting
the tensors of the initial product state.

The expectation value of the particle density at any site after a particle was added at
site 0 can be expressed in terms of these operators and the eigenvectors 〈L| and |R〉
by generalizing (4.50). In the network representing the denominator, which is always
the same as the numerator without the measurement operator, the eigenvalue equations
T1T2 |R〉 = λ |R〉 and 〈L| T1T2 = λ 〈L| can be used. As in the case of multiple-site operators
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6.1. Propagation of a Single Particle

Table 6.1. Expressions for the expectation value of the particle density n̂j at various sites
j at time t after a particle was added to an empty T-V model at site 0 with transverse
contraction. A unit cell comprising two sites is assumed and the expectation values are
averaged over both sites.

site j 〈n̂j(t)〉

0
1

2

( 〈L|T ′1OT2|R〉
〈L|T ′1T2|R〉

+
〈L|T1T ′2O|R〉
〈L|T1T ′2 |R〉

)

1
1

2

( 〈L|T ′1T2O|R〉
〈L|T ′1T2|R〉

+
〈L|T1T ′2T1OT2|R〉
λ 〈L|T1T ′2 |R〉

)

2
1

2

( 〈L|T ′1T2T1OT2|R〉
λ 〈L|T ′1T2|R〉

+
〈L|T1T ′2T1T2O|R〉
λ 〈L|T1T ′2 |R〉

)

3
1

2

( 〈L|T ′1T2T1T2O|R〉
λ 〈L|T ′1T2|R〉

+
〈L|T1T ′2T1T2T1OT2|R〉

λ2 〈L|T1T ′2 |R〉

)

-1
1

2

( 〈L|T1T2OT ′1T2|R〉
〈L|T ′1T2|R〉

+
〈L|T1OT ′2 |R〉
〈L|T1T ′2 |R〉

)

-2
1

2

( 〈L|T1OT2T ′1T2|R〉
λ 〈L|T ′1T2|R〉

+
〈L|T1T2OT1T ′2 |R〉
λ 〈L|T1T ′2 |R〉

)

discussed in Section 4.11.3, the network must always contain an integer number of unit
cells (because 〈L| and |R〉 are the eigenvectors of the full unit cell). Expressions for the
sites in the vicinity of site 0, already including the average over both sites in the unit cell
(see Section 4.11.3) are given in Table 6.1.

For c† acting on a particular site in the unit cell, the denominator is always the same
apart from additional factors λ and therefore must be calculated only once. The networks
containing two transverse operators (e.g. the denominators) can be contracted exactly
from bottom to top, but with more operators this operation becomes inefficient and we
contract the networks from the left and right instead, applying each column to 〈L| or |R〉
with the zip-up algorithm (see Section 4.6.1) until only the column with the observable
is left. Note that it is important to keep this column explicitly in order to measure
expectation values at different times as explained in Section 4.11.3 (see e.g. Figure 4.30).

When measuring at sites to the right or left of site 0, already contracted parts of the
network can be stored after each step and reused for the next site. As a specific example,
consider the measurement of the particle density at sites 1, 2, . . . with c† acting on the left
site in the unit cell (left terms in Table 6.1). For site 1, we compute 〈L| T ′1 =: 〈L(1)| with
the zip-up algorithm and obtain the expectation value by contracting 〈L(1)|T2O|R〉. Then
we apply T2 to the previously calculated 〈L(1)| giving 〈L(2)| := 〈L| T ′1T2 and evaluate
〈L(2)|T1OT2|R〉 for the expectation value at site 2. If, additionally, T2 |R〉 is computed
once in advance, we can reduce all numerators of the expectation values at the sites to
the right of site 0 (which for the moment is chosen to be the left site in the unit cell) to
simple MPS-MPO-MPS contractions. For the left sites −1,−2, . . . and the cases where
the particle is added at the right site of the unit cell (i.e. the right terms in Table 6.1),
we proceed analogously.
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Figure 6.7. Comparison of the results with symmetrically and asymmetrically gauged
time-evolution MPOs. The plot shows the particle density at a site in an infinite, empty
T-V model after a single particle is inserted at this site. All time evolutions have been done
with a second-order Trotter decomposition with a time step of τ = 0.01T−1 up to the time
where the corresponding marker is placed. As a reference, the exact solution (D.3) is shown
along with the numerical results. The points for the asymmetric gauge stop at t = 2.6T−1

because for larger times, the overlap is too small to be represented by a floating-point
number.

In Section 6.1.2, we observed extremely small overlaps of the eigenvectors 〈L|R〉 in the
case of an asymmetric gauge of the time-evolution MPO. To confirm that this can lead to
inaccurate results, we show the particle density at site 0 for symmetric and asymmetric
MPO gauges in Figure 6.7. Indeed, the result obtained with asymmetrically gauged
MPOs deviates strongly from the exact result starting approximately at time t = 1.5T−1,
where the overlap is of the order of 10−180 (see Figure 6.3). The discarded weight during
TM-DMRG is kept below 10−12 in both cases.
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Figure 6.8. Single particle propagation with transverse contraction. Left: Particle density
n in the infinite T-V model after a single particle was added at site 0. Right: Absolute error
n − n(ex) with respect to the exact solution obtained from (D.3). At the sites 0 − 5, the
errors are of the order of 10−5.

Figure 6.8 shows the results for the time-dependent particle density at the sites around site
0 and the error compared to the exact solution (D.3). The time evolution MPO for this
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6.1. Propagation of a Single Particle

simulation was obtained from a second-order Trotter decomposition with a time step of
τ = 0.02T−1 (for a comparison of the accuracy of the Trotter and WI approximations see
Section 6.2). During the computation of the eigenvectors with TM-DMRG, the transverse
bond dimension was set such that the discarded weight stays below wmax = 10−12, leading
to χmax = 196 in the left eigenvector and χmax = 209 in the right one. For the final
measurement process the maximum transverse bond dimension was set to χmax = 600.

The deviation from the exact solution (Figure 6.8 right) is much larger for the sites left
of the central site 0. A closer examination of the discarded weights at each step of the
measurement process shows that the main sources of this error are the computation of
T ′1 (T2 |R〉) and the repeated applications of T1 and T2 to this product with the zip-up
algorithm (see Table 6.1). Apparently, these steps need much higher transverse bond
dimensions than the other similar contractions (e.g. for the right part). In Figure 6.9, the
error at the site −2 is plotted for different transverse bond dimensions during the final
contraction of the remaining network, which indeed shows that the results converge with
increasing transverse bond dimension during the final contraction.
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1
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χmax = 400 600 800

Figure 6.9. Absolute error of the simulated particle density at the site −2 after a particle
was added to an empty infinite system at site 0. The simulation was done with the same
eigenvectors but various bond dimensions χmax during the final contraction.

6.1.4. Folding

We repeated the calculation of the particle density at site 0 (where the particle is inserted
at time 0) with the transfer matrix folded as described in Section 4.11.4. The results as
well as the deviation from the exact solution are shown for various bond dimensions in
Figure 6.10.

Without folding (see previous section, Figure 6.8), the transverse bond dimension required
to keep the discarded weight below 10−12 was approximately 200. Since the bond dimen-
sion of an MPO formed from Trotter gates in the present case is 4 (see Section 4.8.2),
according to the considerations in Section 4.11.4 the transverse bond dimension should be
divided by 4/ 3

√
2 ≈ 3.2 when using the folded transfer matrix to obtain a similar number

of floating-point operations during the eigenvector search. However, this is based on the
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Figure 6.10. Single particle propagation with folding: Particle density at some site in
the infinite, empty T-V model after a particle was added at that site, calculated with the
transverse folding method with several transverse bond dimensions χmax during TM-DMRG.
The time evolution MPO is created from a second-order Trotter approximation with time
step τ = 0.02T−1. Inset: Deviation from the exact result obtained from (D.3).

assumption that the matrix dimension is the same at each transverse bond, which is in
general not the case if the matrices are truncated up to a certain discarded weight. Be-
sides, the influence of the quantum number sectors was not taken into account in Section
4.11.4, although this can dramatically change the computational effort because the χ3

scaling then only applies to each block separately. If the block sizes change due to the
folding, the scaling may thus also change.

For the present case, we observe that the folding algorithm with a transverse bond di-
mension of 60 already requires considerably more CPU resources (by a factor of almost
10) than the transverse contraction without folding with the settings used in Section 6.1.3
(χ ≈ 200). Yet, the error of the folding algorithm with χ = 60 is of the order of 10−2,
while the error at site 0 in the previous section without folding (see Figure 6.8) is of the
order of 10−5.

Thus, for the problem of a single particle in a T-V model, the folding method as imple-
mented here seems not to provide any advantage over the simple transverse contraction
without folding. However, a significant speedup of the folding method (also compared
to the ordinary transverse contraction) could probably be achieved by using single-site
TM-DMRG instead of the two-site version. This is discussed in more detail in Section
s 6.2.5 and 6.2.6. It is possible that the folding method then gives similarly accurate (or
even better) results than the transverse approach without folding at equal computational
effort.

6.2. Nearest-Neighbor Occupancy with Pulse

Now the transverse contraction method is applied to the measurement of the nearest-
neighbor occupancy during and after an electromagnetic pulse, i.e. to the problem treated
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in Section 5.2.

The model under consideration is the T-V model with V = 6T at half filling, described by
the Hamiltonian (6.1). Like in Section 5.2, a global pulse with the shape (5.4) is applied
to the system by means of the Peierls substitution (see Section 2.2). In the present section
we use a pulse centered at t0 = 3T−1 with width σ = 1T−1 and frequency Ω = 3T . How
exactly the pulse is taken into account is described in Section 6.2.1.

First, the ground state of the model is calculated with iDMRG (see Section 4.10.1). We
use the two-site version of the algorithm and perform 300 steps (such that the final system
size is 600 sites). For the iDMRG algorithm, we need the Hamiltonian of the T-V model
represented as an MPO, which was already given in (6.2). A comparison of various bond
dimension limits during iDMRG will be made in Section 6.2.3.

The ground state obtained from the iDMRG calculation is then cast into right-canonical
form and normalized as described in Section 4.10.2. It is not important for the transverse
contraction method whether the initial state has special orthogonality properties, but the
orthogonalization must be done anyway to normalize the state and it allows measurements
of local observables, which can be useful to check for convergence of observables other than
the energy.

6.2.1. Incorporation of the Global Quench

For the time evolution including the pulse, the Peierls substitution must be employed
while setting up the transfer matrix. As in Section 5.2, we neglect the resulting explicit
time dependence of the Hamiltonian during a single time step and use a time evolution
operator according to (5.5) for each step. For both, second-order Trotter gates and the
second-order WI-approximation, the rest is straightforward: Either the time evolution
operator for each time step is decomposed into Trotter gates, from which the MPO is
formed by SVD (see Section 4.8.2 and Section 6.1.2), or the WI-matrices are built as in
(6.5), where in both cases the modified hopping integrals T from the Peierls substitution
(2.24) are used. In all cases we choose a symmetric gauge for the MPOs (see Section 6.1.2,
page 96). As already described in Section 6.1, the second-order approximations require
two different MPOs for one time step. In the spirit of (5.5), we use Ĥ(t) at the beginning
of the full time step for both half steps.

Apart from the time-dependent Hamiltonian and the non-trivial initial state, the transfer
matrix is built exactly as in Section 6.1.1. Here, the unit cell consisting of two sites is
necessary in any case, because the ground state is obtained from two-site iDMRG and
therefore consists of two distinct matrices for adjacent sites. In principle, there is an
additional freedom in choosing which of the two tensors in the MPO unit cell is applied
to which site in the MPS unit cell. However, when using the WI-approximation, all MPO
tensors are equal and in the case of Trotter gates this corresponds to choosing whether
the even or odd gates are applied first, which is an arbitrary choice anyway and does not
have any consequences within the accuracy of the approximation.
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6.2.2. Measurement

The measurement of the nearest-neighbor occupancy per site in the thermodynamic limit

N
L

=
〈
(n̂i − 1

2
)(n̂i+1 − 1

2
)
〉

(6.7)

is done exactly as shown in Figure 4.31, where the operators both correspond to the
occupation number operator n̂i for the respective site. While the network containing
only one unit cell, 〈L|T1OT2O|R〉, is contracted exactly from bottom to top, the larger
network 〈L|T1T2OT1OT2|R〉 is contracted approximately in steps: First the leftmost and
rightmost transfer matrix columns are applied to 〈L| and |R〉 with the zip-up algorithm
(see Section 4.6.1), yielding new transverse MPS 〈L′| and |R′〉, and then the remaining
network 〈L′|T2OT1O|R′〉 is evaluated exactly.

As explained in Section 4.11.3, expectation values at earlier times are measured with the
same eigenvectors by shifting the observables n̂i in time direction in the network.

6.2.3. Influence of Various Settings on the Results

Comparison of MPO Approximations

Figure 6.11 shows results for various combinations of time step and MPO type (second-
order Trotter decomposition or second-order WI-approximation). For comparison, the fig-
ure also contains the nearest-neighbor occupancy in the center of a large system obtained
from TEBD. The TEBD results are converged in system size towards the thermodynamic
limit as well as with respect to the time step and maximum discarded weight (up to the
precision relevant for the following figures).

Concerning the accuracy of the results, the Trotter decomposition clearly outperforms
the WI-approximation at equal time steps τ and since for the T-V model with local
dimension d = 2, the MPO formed from Trotter gates has the same bond dimension
as the WI-MPO (leading to similar computational effort), in the calculations following,
we will always use the second-order Trotter approximation (unless explicitly mentioned
otherwise). Note, furthermore, that the WI-approximation does not preserve the unitarity
of the time evolution operator (see Section 4.8.2, page 55) and therefore an additional
error arises from the forward and backward evolution to evaluate earlier time steps (see
Section 4.11.3).

If one wants to incorporate longer-range interactions, the WI-approximation is still inter-
esting despite the advantages of MPOs formed from Trotter gates. Concerning Trotter
gates, next-nearest neighbor terms require either a much larger number of gates (when
using swap gates), leading to a larger number of MPOs, or three-site gates, which lead to
a squared bond dimension of the MPO (because there are two bonds between adjacent
sites after the gates have been decomposed). With the WI-approximation, the required
bond dimension increases by 1 when the range of an interaction is increased by one lattice
site [10, p. 61]. For the extended T-V model with next-nearest neighbor hopping and
density interaction, the MPOs from Trotter gates would thus have a bond dimension of
42 = 16 compared to 4 + 3 = 7 for the WI-MPO.
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Figure 6.11. Nearest-neighbor occupancy per site in the T-V model during a pulse with
amplitude A0 = 0.2, calculated with TEBD at the center of a large system and with trans-
verse contraction for an infinite system. All approximations of the time evolution operator
are accurate up to second order in the time step τ . The gray line shows the exact result
for the ground state double occupancy as obtained from (3.13). Inset: Zoom into the range
Tτ = [0, 1] showing a smaller section of the y-axis. The CPU times are approximately
equal for the Trotter and WI-approximations (∼ 10 000 s for τ = 0.05T−1, ∼ 17 000 s for
τ = 0.02T−1 and ∼ 30 000 s for τ = 0.01T−1).

Although there is still a visible difference between the results for time steps τ = 0.02T−1

and 0.01T−1 in Figure 6.11, the former is used for the further simulations, because a
large number of time steps is computationally expensive with the transverse contraction
method and the loss in accuracy seems acceptable.

Comparison of Algorithms for the Eigenvector Search

In the first papers dealing with the transverse contraction approach [15, 16], the authors
proposed the power method for finding the eigenvectors 〈L| and |R〉 by repeated applica-
tion of the transfer matrix to an arbitrary initial MPS. In Figure 6.12, results obtained
with this method are compared for several transverse bond dimensions during the appli-
cation of the transfer matrix. Each data point corresponds to a separate calculation of
the eigenvectors for the respective number of time steps.

Even for high bond dimensions, we observe significant errors already at short times, while
the TM-DMRG method (see Section 4.11.2) requires bond dimensions of less than 100 to
reach discarded weights below 10−12 at these times. TM-DMRG converges after very few
sweeps (approximately 10 sweeps for convergence up to 10 digits in the eigenvalue at the
present time scales) and for the power method 30 iterations seem a good choice to attain
convergence in all cases. Concerning the computational effort, already for χmax = 100
the power method with 30 iterations required more CPU time than TM-DMRG with
20 sweeps (and a maximum discarded weight wmax = 10−12, leading to transverse bond
dimensions of about 100) for the same total time. Thus, we can conclude that the power
method is not suitable for the present problem.
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Figure 6.12. Comparison of TM-DMRG with 20 sweeps and the power method with
30 iterations for the T-V model exposed to an electromagnetic pulse: Nearest-neighbor
occupancy per site during a pulse with amplitude A0 = 0.2, calculated with transverse
contraction using the power method with various transverse bond dimensions χmax. As a
reference, the result obtained with TM-DMRG is also shown. All calculations were done
with a second-order Trotter approximation of the time evolution operator with time step
τ = 0.02T−1. The change in time of the TM-DMRG result is not visible due to the scale of
the y-axis.

Accuracy of the Ground State

Apart from the truncation during the search for the dominant eigenvectors, the ground
state is another potential source of error. In Figure 6.13, the time evolution of the
nearest-neighbor occupancy with a second-order Trotter decomposition and a time step
τ = 0.02T−1 is shown for different bond dimensions χg during the ground state search
with iDMRG. A matrix dimension of χg = 20 already gives very good results.

Tt

N
/L

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

−0.2246

−0.2244

−0.2242
χg = 12
χg = 20
χg = 40

Figure 6.13. Nearest-neighbor occupancy per site in the infinite T-V model during a
pulse with amplitude A0 = 0.2, calculated with transverse contraction using ground states
with various bond dimensions χg. All calculations were done with a second-order Trotter
time evolution with time step τ = 0.02T−1. The gray line shows the exact result for the
ground state double occupancy as obtained from (3.13).
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6.2. Nearest-Neighbor Occupancy with Pulse

6.2.4. Limits of Time Evolution by Transverse Contraction

Now the question arises how far we can go with the time evolution. Since truncation
errors with the transverse contraction method manifest themselves throughout all time
steps (unlike in conventional algorithms like TEBD where the errors accumulate towards
later times), the quality of a longer time evolution can be assessed by comparing it with a
shorter one in their common time range. With a transverse bond dimension of χmax = 400
for the eigenvector search with TM-DMRG, it turns out that significant deviations start
to occur when evolving to times of about 5T−1 (see Figure 6.14), where the discarded
weight grows to about 10−9 (for the shorter times shown the maximum transverse bond
dimension was not reached with wmax = 10−12). Although at tmax = 6T−1 (discarded
weight w ≈ 5 ·10−8) the quantitative deviations are already large, the qualitative behavior
of the true solution is still captured.
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Figure 6.14. Nearest-neighbor occupancy per site in the infinite T-V model with V = 6
during a pulse with amplitude A0 = 0.2, calculated with transverse contraction for several
total times tmax. All calculations were done with a second-order Trotter time evolution with
time step τ = 0.02T−1 and a maximum transverse bond dimension of χmax = 400 during
TM-DMRG. For comparison, the nearest-neighbor occupancy in the center of a system with
200 sites, obtained from a TEBD calculation using a second-order Trotter decomposition
and a time step of τ = 0.01T−1, is also shown. The y-axis in the inset is labeled with the
additional digits after the value given on the main y-axis.

On the time scales reachable with the transverse contraction method, the phenomena
discussed in Section 5.2 and in particular impact ionization cannot be observed. Therefore,
the transverse approach is not suitable for the investigation of such processes. TEBD on
large systems (e.g. L = 200 as used here for comparison) reaches similar times before the
bond dimensions become too large (see also Section 6.2.5, page 112).
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6. Time-Evolution of the T-V Model with Transverse Contraction

6.2.5. Entanglement in Eigenvectors

In conventional MPS-based algorithms, the bipartite entanglement across the bonds of
the system determines the bond dimensions required to accurately store the state in an
MPS and is therefore crucial for the success of the method. When using the transverse
approach, the entanglement across transverse bonds (in time direction) plays the same
role, which makes it a valuable information for assessing the applicability of the method.
Therefore, in this section we investigate various influences on the entanglement in the
eigenvectors of the transfer matrix.

The entanglement in the right eigenvector for the different approximations of the time
evolution operator (second-order Trotter decomposition, second-order WI approximation)
and various time steps is plotted in Figure 6.15. Since the entanglement appears to be
symmetric, only the first half (i.e. the “forward-time” part) of the eigenvector is shown.
Due to the symmetric gauge of both the MPO and the ground state, the entanglement
is approximately equal in both eigenvectors and it is sufficient to consider the right one.
Obviously, neither the time step nor the type of the time evolution MPO has a significant
influence on the entanglement in the eigenvectors.
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Figure 6.15. Von Neumann entanglement entropy across the forward-time bonds in the
right eigenvector of the transfer matrix for a time evolution up to tmax = 2T−1 with different
second-order approximations of the time-evolution operator and different time steps. The
pulse with an amplitude A0 = 0.2 is centered around t0 = 3T−1 with width σ = T−1 and
therefore has little influence in this range. In all calculations, the discarded weight during
TM-DMRG was kept below 10−12 by adjusting the transverse bond dimensions. The green
and black curves as well as the blue and red ones are on top of each other.

Figure 6.16 again shows the entanglement in the first half of the right eigenvector, but
for various total times. We see a linear dependence of the maximum entanglement on the
total time. When using TEBD, the entanglement also grows approximately linearly with
time during the pulse and the right plot in Figure 6.16 shows that for the parameters used
here, the scaling of the entanglement with time is considerably better for TEBD than for
transverse contraction.

Müller-Hermes et al. [16] used a simple toy model to understand the entanglement struc-
ture in the network, which also led to linear scaling of the entanglement with time.

110



6.2. Nearest-Neighbor Occupancy with Pulse

Although the insights gained from the toy model are probably not fully applicable to the
much more complex model used here, the linear scaling is reproduced and the fact that
the entanglement depends on the total time but not on the time step at least confirms
that the entanglement in time direction has a physical meaning and is not merely a result
of the numerics.
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Figure 6.16. Left: Von Neumann entanglement entropy across the forward-time bonds
in the right eigenvector of the transfer matrix for time evolutions up to several total times
tmax with a second-order Trotter approximation of the time-evolution operator and a time
step of τ = 0.02T−1. The system is exposed to a pulse with an amplitude A0 = 0.2 centered
around t0 = 3T−1 with width σ = T−1. The discarded weight during TM-DMRG was kept
below 10−12 for all calculations except for tmax = 5T−1, where it reached about 10−9 with
a transverse bond dimension of 400. Right: Maximum of the entanglement entropy plotted
against the total time, compared to the maximum entanglement during a TEBD simulation
with 200 sites and the same parameters.

Next, we investigate the dependence of the entanglement on the intensity of the pulse.
Figure 6.17 shows the entanglement in the first half of the right eigenvector for various
pulse intensities. Although the time evolution extends to times beyond the maximum
of the pulse at t0 = 3T−1, namely tmax = 4T−1, the entanglement hardly changes with
the amplitude of the pulse. Even in the case A0 = 0, which corresponds to a simple
time evolution of the ground state with the unperturbed Hamiltonian, the entanglement
stays the same. Hence, the main source of entanglement in the transverse eigenvectors
appears to be the time evolution by itself, regardless of the particular Hamiltonian. This
is fundamentally different from traditional MPS time evolution methods such as TEBD,
where the perturbation by the pulse is the only source of entanglement growth and without
it the entanglement would stay the same for all times (see Figure 6.16).

This means that the superior scaling of the entanglement in TEBD compared to transverse
contraction, which was observed in Figure 6.16 (right) for the case A0 = 0.2, does not
necessarily apply to cases with higher pulse amplitudes. In Figure 6.18, the maximum
entanglement in the transverse eigenvectors for various total times is compared to the
maximum entanglement during a TEBD calculation (like in Figure 6.16 on the right) for
a pulse amplitude of A0 = 0.8. In this case the scaling of the entanglement with total
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6. Time-Evolution of the T-V Model with Transverse Contraction

time is similar for both methods and it can be assumed that for even higher amplitudes,
the transverse approach outperforms TEBD concerning the entanglement.

Apart from the entanglement determining the required transverse bond dimension, of
course, an additional dependence of the CPU time and memory on the total time arises
from the fact that the number of tensors in the transfer matrix (and thus the number of
transverse “sites” for TM-DMRG) is proportional to the number of time steps. Concerning
the CPU time, however, this is also true for a conventional time evolution method such
as TEBD.
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Figure 6.17. Von Neumann entanglement entropy
across the forward-time bonds in the right eigenvec-
tor of the transfer matrix for a time evolution up to
tmax = 4T−1 with several pulse amplitudes A0. In all
cases, the discarded weight during TM-DMRG was of
the order of 10−12 with a maximum transverse bond
dimension of 400.
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Figure 6.18. Maximum entan-
glement entropy for the pulse
amplitude A0 = 0.8, plotted
against the total time, compared
to the maximum entanglement in
a TEBD simulation with 200 sites
and the same parameters.

With TEBD, the reachable time depends on the amplitude of the pulse because of the
strong influence of the amplitude on the entanglement (see Figures 6.16 and 6.18). How-
ever, due to the exponential growth of bond dimensions, the time evolution is limited to
short times even for low amplitudes and the limit for the TEBD calculations with 200 sites
is similar to that of the transverse method. At t = 5T−1, the bond dimension required
to keep the discarded weight below 10−9 in TEBD was approximately 300 with A0 = 0.2
(Figure 6.16) and 400 for A0 = 0.8 (Figure 6.18). These values are still manageable, but
already large and we can assume that the exponential growth will let the bond dimensions
become too large at times shortly after 5T−1.

When comparing the entanglement during the TEBD calculations here to that obtained
with TEBD on a small system in Section 5.2, the different area under the pulse envelope
due to the different width σ must be taken into account. A width of σ = T−1 here instead
of σ = 3T−1 in Section 5.2 means that only 1

3
of the energy is absorbed at the same

amplitude, which can influence the entanglement generated by the pulse.

A possibility to extend the time that can be reached with the transverse approach would
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6.2. Nearest-Neighbor Occupancy with Pulse

be to use single-site TM-DMRG instead of the two-site version, i.e. update one matrix at
a time instead of two as described in Section 4.11.2. This would decrease the dimension
of the effective transfer matrix (which is fed into the eigensolver) by a factor of the
transverse local dimension D (which is the bond dimension of the time evolution MPO)
and the SVDs to split the optimized two-site matrix would not be required. However,
in the case of ordinary DMRG, the single-site algorithm gets stuck in local minima more
easily (see Section 4.7) and this could also be the case for TM-DMRG. Besides, since
the transverse bond dimensions grow exponentially with time, this would increase the
reachable time only by a small amount.

6.2.6. Folding

If the network is folded before the computation of the eigenvectors (see Section 4.11.4),
lower transverse bond dimensions must be chosen for the same computational effort due
to the higher transverse local dimension. A transverse bond dimension of χmax = 60
already leads to much longer CPU times (by a factor of ∼ 2.5) than χmax = 400 in
the calculations without folding in the previous section. In Figure 6.19, we show the
nearest-neighbor occupancy calculated with a folded network for several total times with
the transverse bond dimensions χmax = 60 and 80 during TM-DMRG, compared to the
results obtained without folding for tmax = 4T−1.
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Figure 6.19. Nearest-neighbor occupancy per site in the infinite T-V model during a
pulse with amplitude A0 = 0.2, calculated with the transverse folding method for various
total times (only the expectation value at the last time step is shown for each total time),
compared to transverse contraction without folding (with maximum transverse bond dimen-
sion χmax = 400). All calculations were done with a second-order Trotter time evolution
with time step τ = 0.02T−1. The measured CPU times are ∼ 600 000 s for χmax = 60 and
∼ 800 000 s for χmax = 80.

Already for χmax = 80, the results are reasonably accurate up to times t = 4T−1, though
visible deviations from the (apparently accurate, see Section 6.2.3) results without folding
start to occur at t ≈ 2.5T−1. However, despite the much lower transverse bond dimension,
the calculations with folding required considerably higher CPU times. This can be partly
explained by the squared dimension of the transverse local Hilbert space due to the folding,
but that only accounts for a factor 4/ 3

√
2 ≈ 3.2 in the transverse bond dimension (see

Section 4.11.4), i.e. we would expect to observe similar CPU times for χmax = 80 with
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6. Time-Evolution of the T-V Model with Transverse Contraction

folding as for χmax = 400 without folding. That this is not the case was already observed
and discussed for the single particle in Section 6.1.4.

The deviation could be partly due to differences in the entanglement structure in the trans-
verse eigenvectors. Indeed, the entanglement seems to be more evenly distributed among
the individual bonds in the folded transverse chain (Figure 6.20, left) than without folding
(Figure 6.16, left). This leads to relatively high transverse bond dimensions throughout
the MPS-represented eigenvectors of the folded transfer matrix, whereas without folding
the entanglement concentrates at the center of the chain, allowing lower dimensions at
transverse bonds closer to the edges.
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Figure 6.20. Left: Von Neumann entanglement entropy in the right eigenvector of the
folded transfer matrix for time evolutions up to several total times tmax with a second-order
Trotter approximation of the time-evolution operator and a time step of τ = 0.02T−1. The
system is exposed to a pulse with an amplitude A0 = 0.2 centered around t0 = 3T−1 with
width σ = T−1. In all calculations, the maximum transverse bond dimension during TM-
DMRG was set to χmax = 80, except for the two dashed curves showing the corresponding
results for χmax = 60. Right: Maximum of the entanglement entropy (with χmax = 80) plot-
ted against the total time for several pulse amplitudes A0. For comparison, the maximum
entanglement for the same parameters and A0 = 0.2 without folding is shown in gray.

All curves in the left plot in Figure 6.20 (except for the dashed ones) were obtained with a
maximum transverse bond dimension of 80. The dashed curves correspond to a maximum
transverse bond dimension of 60, showing that at tmax = 4T−1 (and therefore certainly
also for shorter times) the results are sufficiently converged in the bond dimension. The
results for tmax = 5T−1 must still be treated with caution, because as there is still a
significant difference in the maximum entanglement entropy between χmax = 60 and 80,
this calculation might not be fully converged.

The right plot in Figure 6.20 shows that the entanglement scaling with the total time
appears to be considerably improved by folding the network. Even though it must be
assumed that the points for tmax = 5T−1 are inaccurate, it is safe to say that the en-
tanglement entropy does not scale linearly with tmax. The data suggest a logarithmic
scaling, which would lead to a polynomial (in the best case linear) scaling of the required
transverse bond dimensions with time.
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Due to the squared matrix dimensions after folding and the different entanglement dis-
tribution mentioned above, the transverse method without folding may be superior con-
cerning CPU time even in cases where the maximum entanglement is higher than in the
case with folding. But nevertheless, the additional folding step allows us to overcome the
linear scaling of entanglement with total time and thus brings longer time scales within
reach. The same improved scaling of the entanglement as compared to the transverse
contraction without folding was also observed for the transverse-field Ising model and the
XY model by Müller-Hermes et al. [16].

But despite the improved scaling, the transverse contraction method with folding does not
reach longer time scales than without folding (see Section 6.2.4) for the present problem
with the available computational resources and therefore it is not capable of producing
reliable results on the time scales relevant for impact ionization.

Especially with folding, replacing two-site TM-DMRG with the single-site algorithm as
suggested above could bring a crucial speedup, provided that single-site TM-DMRG con-
verges properly. Due to the squared dimensions, a particularly large amount of computa-
tional time would be saved and this may considerably extend the reachable time because
there is no exponential scaling of the transverse bond dimensions with time in this case.
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6.3. Summary

As a first test for the transverse contraction method, the propagation of a single particle
in an empty system described by the T-V model was simulated. A good agreement of the
results with exact calculations was achieved.

It was observed that in the growing Hilbert space of transverse “sites” (actually time
steps), the overlap of the left and right eigenvectors of the transfer matrix decreases
exponentially with time and can become very small, leading to numerical problems. This
overlap strongly depends on the gauge of the time-evolution MPO, where gauges with
more symmetric matrices appear to be superior. A biorthonormalization procedure used
in earlier works to avoid these problems has been abandoned due to issues with canceling
subspaces, which might be alleviated with different initial states in future work.

Folding the network did not improve the results with a comparable computational effort
in this case.

The transverse contraction method was then applied to the time-evolution of an infi-
nite, translationally invariant T-V model at half filling, exposed to an electromagnetic
pulse modeled with the Peierls substitution (i.e. the problem treated in Chapter 5). The
ground state was calculated with iDMRG and the time-evolution MPO was obtained from
a second-order Trotter decomposition or the second-order WI-approximation. After com-
puting the left and right eigenvectors of the transfer matrix with TM-DMRG or the power
method, the nearest-neighbor occupancy in the thermodynamic limit was measured.

A comparison of the different methods for the single steps of the algorithm showed that
the time-evolution MPO formed from Trotter gates outperforms the WI-approximation
in terms of accuracy at similar CPU time and that TM-DMRG for finding the eigen-
vectors leads to accurate results for much longer times than the power method, which
shows significant deviations already at very short times even with large transverse bond
dimensions.

Using the second-order Trotter approximation for the time-evolution MPO and TM-
DMRG for the eigenvector search, accurate results were obtained up to times around
t = 5T−1 with an already relatively high maximum transverse bond dimension of 400.
Due to linear growth of the entanglement in the transverse eigenvectors with time, much
longer timescales are beyond reach. Similar time scales were achieved with TEBD on a
large system with 200 sites. Unlike in TEBD, however, the entanglement in the transverse
approach depends only very weakly on the amplitude of the electromagnetic pulse.

With the additional folding step, the scaling of the entanglement with time is improved
and looks logarithmic instead of linear. This leads to a polynomial scaling of the required
transverse bond dimensions with time, which in principle allows longer time scales to
be simulated. In the present case, however, no improvement was possible by folding
the network, because the short times that were also reachable without folding already
exhausted the available computational resources.

A possible improvement of the performance of the transverse contraction method (par-
ticularly with folding) compared to the implementation in the present thesis could be to
use single-site TM-DMRG instead of the two-site algorithm.
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7. Conclusion

In the extended T-V model of spinless fermions, impact ionization occurs in one dimension
if the hopping integral for next-nearest neighbors is non-zero and this is also the case for
hard-core bosons. On the other hand, there is no impact ionization in the non-integrable
case with next-nearest neighbor Coulomb interaction but without next-nearest neighbor
hopping. The geometry of the hopping parameters thus seems to play an important role
in connection with impact ionization, which is consistent with previous results, while
neither integrability nor fermionic behavior are a decisive factor of whether or not this
phenomenon occurs.

The frequency dependence of impact ionization and Auger recombination is consistent
with the idea of decaying and combining excitations, but unlike in the Hubbard model
comparison with the single-particle density of states shows that the relevant excitations
are not of single-particle type.

These insights may prove helpful for further theoretical research on the topic of impact
ionization in strongly correlated materials.

Concerning the methods used for time-evolution with matrix product states, TEBD for
large systems and transverse contraction in the thermodynamic limit are both restricted
to short times for the problems considered in this thesis. In both cases the reason is
linear growth of the relevant entanglement entropy with time, but while in TEBD this
entanglement growth is entirely due to the pulse, with transverse contraction it also occurs
without any perturbation of the system.

When working with the transverse contraction method, many potential sources of error
arise and must be taken into account to assess the validity of the results. Already when
setting up the transfer matrix, there can be errors in the initial state (e.g. from DMRG
if it is a ground state) and in the time-evolution MPO (e.g. the Trotter error or the error
of the WI-approximation). The method used to obtain the eigenvectors of the transfer
matrix will also have a certain error and a small overlap of the left and right eigenvectors
can lead to numerical problems. Finally, the contraction of the network, which is left after
replacing the translationally invariant parts with the eigenvectors, in general needs to be
done approximately and also contributes an error.

With an additional folding step, the linear scaling of entanglement with time in the
transverse contraction method can be overcome. Therefore, folding potentially allows
longer time scales to be reached. Testing this with sufficient computational resources
could be the subject of future research.
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Appendix

A. Evaluation of ∇ϕj for the Peierls Substitution

In order to calculate the gradient of

ϕj(r, t) :=

r∫

Rj

A(r′, t) · dr′ ,

which appears in Section 2.2, it is expedient to rewrite it in the parameter form

ϕj(r, t) =

1∫

0

A
(
Rj + λ(r −Rj), t

)
· (r −Rj) dλ .

The gradient can be exchanged with the integral, and using Einstein’s summation con-
vention we obtain

∇ϕj(r, t) =

1∫

0

el
∂

∂xl
Am(xm − (Rj)m) dλ = el

1∫

0

(
∂Am
∂xl

(xm − (Rj)m) + Amδlm

)
dλ .

According to the chain rule, ∂Am/∂xl = λ ∂Am/∂ρ
(j)
l with ρ(j) := Rj + λ(r −Rj), and

integrating the second term by parts yields

∇ϕj(r, t) = el

1∫

0

λ
∂Am

∂ρ
(j)
l

(xm − (Rj)m) dλ+ A
(
Rj + λ(r −Rj), t

)
λ
∣∣1
0
−

1∫

0

λ
∂A

∂λ
dλ

= A(r, t) + el

1∫

0

λ

(
∂Am

∂ρ
(j)
l

(xm − (Rj)m)− ∂Al

∂ρ
(j)
m

∂ρ
(j)
m

∂λ

)
dλ

= A(r, t) + el

1∫

0

λ

(
∂Am

∂ρ
(j)
l

− ∂Al

∂ρ
(j)
m

)
(xm − (Rj)m) dλ

= A(r, t) + el

1∫

0

λ
∂Ap

∂ρ
(j)
q

(δmpδlq − δlpδmq)(xm − (Rj)m) dλ

= A(r, t) + el

1∫

0

εmlkεpqkλ
∂Ap

∂ρ
(j)
q

(xm − (Rj)m) dλ ,
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where δij is the Kronecker delta and εijk the Levi-Civita symbol. Thus, as a final result
we obtain

∇ϕj = A(r, t) +

1∫

0

λ(r −Rj)×B
(
Rj + λ(r −Rj), t

)
dλ , (A.1)

where B =∇×A is the magnetic field.

B. Particle-Hole Symmetry of the T-V Model

In Section 3.2, the T-V model is introduced. If T is real, and a bipartition AB of the
lattice exists such that sites of sublattice A only have neighbors of sublattice B and vice
versa, then its Hamiltonian

ĤTV =
∑

〈ij〉

(
−Tc†icj − T ∗c†jci + V

(
n̂i − 1

2

) (
n̂j − 1

2

))

is symmetric under exchange of particles and holes (ci ↔ c†i ).

Proof. First consider the hopping part

T̂ ({ci} , {c†i} ) = −T
∑

〈ij〉

(
c†icj + c†jci

)
.

Exchanging c and c† operators results in

T̂ ({c†i} , {ci} ) = −T
∑

〈ij〉

(
cic
†
j + cjc

†
i

)
= −T

∑

〈ij〉
(2δij − c†jci − c†icj)

= T
∑

〈ij〉

(
c†jci + c†icj

)
.

In order to recover the sign, we must carry out a basis transformation that changes the
sign of all operators on one of the sublattices, e.g. ci → −ci for all i ∈ A. Each product
of nearest neighbors then undergoes a sign change and the original sign of the hopping
term is restored.

The interaction part

V̂ ({ci} , {c†i} ) = V
∑

〈ij〉

(
c†ici −

1

2

)(
c†jcj −

1

2

)

is not changed by the canonical transformation, because (±c†i )(±ci) = c†ici. Exchanging
creation and annihilation operators here leads to

V̂ ({c†i} , {ci} ) = V
∑

〈ij〉

(
cic
†
i −

1

2

)(
cjc
†
j −

1

2

)

= V
∑

〈ij〉

(
1

2
− c†ici

)(
1

2
− c†jcj

)
= V̂ ({ci} , {c†i} ) .

Thus, both parts of the Hamiltonian are unchanged by the exchange ci ↔ c†i .
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C. Proof for Jordan-Wigner Transformation

In Section 3.2.1, the equivalence of the one-dimensional T-V and XXZ models is shown us-
ing the Jordan-Wigner transformation. Starting from creation and annihilation operators
b†j, bj with the commutation relations

[bi, bj] = 0, [b†i , bj] = (2b†ibi − 1)δij,

the Jordan-Wigner transformation consists in the introduction of new operators

cj = exp

(
iπ

j−1∑

n=1

b†nbn

)
bj =: exp(iϕ̂j)bj.

Here it will be proved that these operators fulfill fermionic anticommutation rules.

The anticommutation relations for these new operators are

{ci, cj} = {exp(iϕ̂i)bi, exp(iϕ̂j)bj} = bi exp
(
i(ϕ̂i + ϕ̂j)

)
bj + bj exp

(
i(ϕ̂i + ϕ̂j)

)
bi,

{c†i , cj} = {b†i exp(−iϕ̂i), exp(iϕ̂j)bj} = b†i exp
(
i(ϕ̂i − ϕ̂j)

)
bj + bj exp

(
i(ϕ̂i − ϕ̂j)

)
b†i .

For i = j, the first anticommutator vanishes trivially and in the second one the phases
cancel, leaving

{c†i , ci} = b†ibi + bib
†
i = 2b†ibi − [b†i , bi] = 1 .

Assuming i > j (for the second anticommutator the case i < j can be obtained by taking
the hermitian conjugate), the expressions can be simplified to

exp
(
i(ϕ̂i + ϕ̂j)

)
= exp

(
2πi

j−1∑

n=1

b†nbn + iπ
i−1∑

n=j

b†nbn

)
= exp

(
iπ

i−1∑

n=j

b†nbn

)
,

exp
(
i(ϕ̂i − ϕ̂j)

)
= exp

(
iπ

i−1∑

n=j

b†nbn

)
.

Since the operator bj to the right of the exponential annihilates any fermion that possibly
existed at site j and to the left of the exponential forces the site to be occupied (because
otherwise bj destroys the whole state), the value of b†jbj in the sum is fixed. The rest of
the sum commutes with bi and bj and the anticommutators become

{ci, cj} = exp

(
iπ

i−1∑

n=j+1

b†nbn

)
(bibj − bjbi) = exp

(
iπ

i−1∑

n=j+1

b†nbn

)
[bi, bj] = 0,

{c†i , cj} = exp

(
iπ

i−1∑

n=j+1

b†nbn

)
(b†ibj − bjb†i ) = exp

(
iπ

i−1∑

n=j+1

b†nbn

)
[b†i , bj] = 0 .

Thus, summing up the results we have

{ci, cj} = 0, {c†i , cj} = δij,

which are the anticommutation relations of fermionic creation and annihilation operators.
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D. Exact Solution for a Single Particle in a T-V Model

For only one particle in the system, the T-V model is equivalent to the tight-binding
model and in this case it can be solved exactly. The exact results are used for comparison
with the numerical results in Section 6.1.3.

The space of all states containing one particle is obviously spanned by the states c†i |0〉 or,
by transforming to a plane-wave basis, also by the set

|k〉 =
1√
L

L∑

l=1

eikl c†l |0〉 , (D.1)

where k = 2πn/L, n ∈ N. These vectors are eigenvectors of Ĥ with eigenvalues

E(k) = −(L/4− 1)V + 2T cos(k). (D.2)

Since the Hamiltonian conserves the particle number, a system prepared in an initial state
with one particle will remain in the subspace with one particle for all times. Therefore, we
can describe the time evolution of such a state with the projection of the time evolution
operator onto the one-particle subspace. Replacing the sum over k with an integral for
small ∆k this projection reads

Û1(t) =
L

2π

π∫

−π

e−iE(k)t |k〉〈k| dk .

Inserting (D.1) and (D.2) and neglecting the constant part of the latter (which only yields
a global phase), we obtain

Û1(t) =
L

2π

L∑

l,m=1

π∫

−π

ei2Tt cos(k) eik(l−m) dk |l〉〈m| =
L∑

l,m=1

il−mJl−m(2Tt) |l〉〈m| ,

where Jn(x) denotes the Bessel functions of the first kind. Using this expression to
calculate the occupation of a certain site b at a time t after a particle was placed on a site
a results in

nb(t) = 〈0|caÛ1(t)†n̂bÛ1(t)c†a|0〉 = Jb−a(2Tt)
2. (D.3)

This result is exact only in the thermodynamic limit when ∆k → 0 and hence the re-
placement of the sum over k with an integral becomes exact.

E. Expectation Values in the Thermodynamic Limit with

Transverse Contraction

In terms of the transfer matrix of the time-evolved state T , the expectation value of a
local observable in the translationally invariant system is given by

〈Ô(t)〉 =
〈ψ(t)|Ô|ψ(t)〉
〈ψ(t)|ψ(t)〉 = lim

n→∞
tr(T nTOT n)

tr(T 2n+1)
, (E.1)

122



E. Expectation Values in the Thermodynamic Limit with Transverse Contraction

as explained in Section 4.11.1. This expression can be simplified with the help of left and
right eigenvectors of T as stated in Section 4.11.1 as well as in [15] and [16]. Here we give
a more rigorous derivation of the result (4.50).

Since the Hilbert space on which T acts is finite-dimensional, we can regard T as a matrix,
which must be square due to the translational invariance. Given the MPO, this matrix is
obtained by simply combining all left and all right indices into a single one, respectively.
If T is diagonalizable (which seems to be the case for the networks in this thesis), i.e.
there are matrices S and Λ such that T = SΛS−1, then it can be written in terms of its
right and left eigenvectors u(i) and v(i)T as

T =
D∑

i=1

u(i)λiv
(i)T , (E.2)

where D is the dimension of the Hilbert space defined by the indices of the MPO. This
result can be easily extended to powers T n by replacing λi with λni . The right eigenvectors
u(i) are the columns of S and the left eigenvectors v(i)T are the rows of S−1 and since
S−1S = 1 they are biorthonormal :

v(i)Tu(j) = δij. (E.3)

However, both sets cannot be simultaneously normalized, because normalizing the u(i)

fixes the v(i)T and vice versa due to the condition S−1S = 1. Hence, if we choose the right
eigenvectors u(i) to be normalized, then the left eigenvectors will in general have a norm
different from 1, v(i) = v̂(i)‖v(i)‖ . Using the biorthonormality condition v(i)Tu(i) = 1,
this norm can be expressed as ‖v(i)‖ = 1/(v̂(i)Tu(i)) and thus, the unnormalized left
eigenvectors can be written in terms of the normalized vectors only:

v(i) =
1

v̂(i)Tu(i)
v̂(i). (E.4)

The trace of an arbitrary matrix M can be evaluated in the biorthonormal bases of the
eigenvectors as

tr(M) = tr
(
S−1MS

)
=
∑

ijk

S−1
ij MjkSki =

∑

i

v(i)TMu(i). (E.5)

Inserting (E.2) and (E.5) into (E.1) yields

〈Ô(t)〉 = lim
n→∞

∑
ijk v

(i)Tu(j)λnj v
(j)TTOu(k)λnj v

(k)Tu(i)

∑
ij v

(i)Tu(j)λ2n+1
j v(j)Tu(i)

= lim
n→∞

∑
i λ

2n
i v

(i)TTOu(i)

∑
i λ

2n+1
i

where the biorthonormality condition (E.3) was used in the second step. Dividing the
numerator and the denominator by the dominant eigenvalue λ yields

〈Ô(t)〉 = lim
n→∞

∑
i

(
λi
λ

)2n
v(i)TTOu(i)

λ
∑

i

(
λi
λ

)2n+1 .
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Now all n-dependent expressions are null sequences except for the terms where λi = λ
and the limit can be evaluated. Here it is assumed that, as stated in Section 4.11,
the dominant eigenvalue λ is non-degenerate. Denoting by u and vT the right and left
eigenvectors corresponding to the dominant eigenvalue λ we obtain

〈Ô(t)〉 =
vTTOu
λ

.

Using (E.4) and switching to Dirac notation with the normalized dominant eigenvectors
|R〉 ↔ u and 〈L| ↔ v̂T results in

〈Ô(t)〉 =
〈L|TO|R〉
λ 〈L|R〉 =

〈L|TO|R〉
〈L|T |R〉 . (E.6)

An important point of the above considerations is that, while v(i)Tu(i) = 1 for the non-
normalized vectors obtained from the matrices S and S−1, the same is not true for the
individually normalized eigenvectors denoted by |R〉 and 〈L| in bra-ket notation, i.e.
〈L|R〉 6= 1.

F. Biorthonormalization for a Single Time Step

In order to understand why subspaces in the left and right eigenvectors of the transfer
matrix may cancel each other during biorthonormalization (see Section 6.1.2), we consider
the example of a single time step with a first-order approximation of the time-evolution
MPO, where the initial state is the vacuum,

|ψ0〉 =
∞⊗

i=−∞
|0〉i

and V = 0 (corresponding to a tight-binding model).

Case of WI-Approximation

The tensors of the first-order WI-MPO are the same as in (6.5) without the terms con-
taining V and hence are given by (assuming real T )

Ŵ (τ) =




1̂
√

iTτb
√

iTτb†√
iTτb† 0 0√
iTτb 0 0


 (F.1)

with hard-core bosonic operators b and b†.

The transfer matrix for one time step (Figure F.1) reads

T(l2l3)(r2r3) =
[
(Ŵ |0〉)l3r3

]†
(Ŵ |0〉)l2r2 , (F.2)

124



F. Biorthonormalization for a Single Time Step

l1

l2

l3

l4

r1

r2

r3

r4

Figure F.1. Transfer matrix for one first-order WI-time step and
an initial product state of empty sites. The gray lines indicate
dummy indices with dimension 1.

where li and ri are the indices of the matrix (F.1) and the hermitian conjugation refers
to each operator-valued entry of this matrix and does not involve any rearrangement of
matrix elements. For the moment, the one-dimensional dummy indices l1, l4, r1 and r4

are not explicitly written. Applying Ŵ to |0〉 results in

Ŵ |0〉 =




|0〉 0
√

iTτ |1〉√
iTτ |1〉 0 0

0 0 0


 (F.3)

and thus, the elements of the transfer matrix, written in the matrix form (F.2), are

T =

l2l3





11 1 0 0 0 Tτ 0 0 0 0
12 0 0 0 0 0 0 0 0 0
13 0 0 0 Tτ 0 0 0 0 0
21 0 0 0 0 0 0 0 0 0
22 0 0 0 0 0 0 0 0 0
23 0 0 0 0 0 0 0 0 0
31 0 Tτ 0 0 0 0 0 0 0
32 0 0 0 0 0 0 0 0 0
33 Tτ 0 0 0 0 0 0 0 0

11 12 13 21 22 23 31 32 33 r2r3

. (F.4)

The characteristic polynomial of T can be found by a few steps of Laplace expansion
and it turns out that the matrix has only two eigenvalues: λ1 = 1 and λ2...9 = 0 with
multiplicity 8. We are interested in the dominant eigenvalue 1 and for the corresponding
left and right eigenvectors we obtain

L =
(
1 0 0 Tτ 0 0 0 0 0

)
,

R =
(
1 0 0 0 0 0 0 0 Tτ

)>
.

These vectors are now represented in the bases (l2l3) and (r2r3), respectively, because
these are the left and right bases of T . Reintroducing the dummy indices l1, l4, r1 and
r4, the elements of L and R can be written as

Ll1l2l3l4 =

{
1 if l1 = l2 = l3 = l4 = 1
Tτ if l1 = l4 = 1 and l2 = l3 = 2

,

Rr1r2r3r4 =

{
1 if r1 = r2 = r3 = r4 = 1
Tτ if r1 = r4 = 1 and r2 = r3 = 3

.
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It is easy to check that they are represented by the MPS

L[1]l1 = (1), L[2]l2 =
{(

1 0
)
,
(
0 1

)
,
(
0 0

)}
,

L[3]l3 =

{(
1
0

)
,

(
0
Tτ

)
,

(
0
0

)}
, L[4]l4 = (1) (F.5)

and

R[1]r1 = (1), R[2]r2 =
{(

1 0
)
,
(
0 0

)
,
(
0 1

)}
,

R[3]r3 =

{(
1
0

)
,

(
0
0

)
,

(
0
Tτ

)}
, R[4]r4 = (1), (F.6)

where the sets of matrices in braces correspond to the different values of the indices li
and ri in ascending order.

One step of the biorthonormalization procedure described in Section 6.1.2 starts with
contracting ∑

riαi−1

L[i]ri
αi−1αi

R
[i]ri
αi−1α′i

=
∑

ri

L[i]ri>R[i]ri .

Considering the example (F.5) and (F.6), the biorthonormalization step for the first trans-
verse site is trivial and for the second one, the result of the contraction is

∑

r2

L[2]r2>R[2]r2 =

(
1 0
0 0

)
. (F.7)

In this contracted tensor, the subspaces with αi = 2 and α′i = 2 are canceled. Singular-
value decomposing it is trivial and gives

(
1 0
0 0

)
= UΛV † =

(
1
0

)(
1
) (

1 0
)
.

The key step in the biorthonormalization algorithm is now the insertion of U †
√

Λ
√

Λ−1U
between L[2] and L[3] and V

√
Λ
√

Λ−1V † betweenR[2] andR[3]. However, due to the missing
subspaces in (F.7), U †U = 1 and V V † = 1 is only true in the remaining αi = α′i = 1
subspace,

U †U = V V † =

(
1 0
0 0

)
6= 1. (F.8)

Therefore, the transformation that is carried out does not leave the state represented by
the MPS unchanged. In the specific example treated here, we would obtain

L[1]l1 = (1), L[2]l2 = {(1), (0), (0)} , L[3]l3 = {(1), (0), (0)} , L[4]l4 = (1)

and

R[1]r1 = (1), R[2]r2 = {(1), (0), (0)} , R[3]r3 = {(1), (0), (0)} , R[4]r4 = (1)

after the biorthonormalization, which are definitely not the same states as (F.5) and (F.6).
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The reason for the cancellation during the contraction of L[i] and R[i] is that the left and
right null spaces of the transfer matrix (F.4) correspond to different values of the indices
li and ri. Following the construction of T , this can be traced back to the initial state:
Since we chose the state |0〉 on every site, particles can be created but not annihilated.
Therefore, the transfer matrix allows particles to hop onto the site it describes, but not
off. This asymmetry first appears in (F.3) and finally causes the form of T with different
left and right null spaces.

A possibility to avoid this for the problem considered here might be to work in a different
basis where the state |0〉 becomes e.g. (|0〉+ |1〉) (like the x-basis for the spin state |↓〉).

Case of Trotter Approximation

The first-order Trotter gates for the present model read

G(sisi+1)(s′is
′
i+1) :=

(
e−ihi,i+1τ

)
(sisi+1)(s′is

′
i+1)

=




1 0 0 0
0 cos(Tτ) i sin(Tτ) 0
0 i sin(Tτ) cos(Tτ) 0
0 0 0 1


 . (F.9)

Reshaping them into G(sis′i)(si+1s′i+1) followed by an SVD gives unitary matrices U(sis′i)α

and V †α(si+1s′i+1) as well as singular values λα. According to Section 4.8.2 (see in particular

Figure 4.22), the two tensors forming the unit cell of the time-evolution MPO are

W
[A]ss′

αβ =
∑

s′′

U(s′′s′)β

√
λβ
√
λαV

†
α(ss′′), W

[B]ss′

βα =
∑

s′′

√
λβV

†
β(s′′s′)U(ss′′)α

√
λα .

The full transfer matrix now consists of two columns (see Figure F.2) and in the basis of
the previous section with the WI-approximation it is given by

T(l2l3)(r2r3) =

[∑

β

(Ŵ [A] |0〉)l3β ⊗ (Ŵ [B] |0〉)βr3

]†∑

β

(Ŵ [A] |0〉)l2β ⊗ (Ŵ [B] |0〉)βr2 . (F.10)

l1

l2

l3

l4

r1

r2

r3

r4

Figure F.2. Transfer matrix for one first-order Trotter time step
and an initial product state of empty sites. The two columns contain
the matrices Ŵ [A] (dark green) and Ŵ [B] (light green), respectively,
and the gray lines indicate dummy indices with dimension 1.

Defining the short-hand notations

s := sin(Tτ), c := cos(Tτ), σ := sin2
(

1
2
Tτ
)
, κ := cos2

(
1
2
Tτ
)
,

x :=
1

2
s(1− c), y :=

1

2
s(1 + c),

127



Appendix

we obtain the matrix elements

T =

l2l3





11 σ2 −1
2
sσ 0 0 −1

2
sσ 1

4
s2 0 0 0 0 x 0 0 0 0 0

12 −1
2
sσ σκ 0 0 1

4
s2 −1

2
sκ 0 0 0 0 −1

2
s2 0 0 0 0 0

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
21 −1

2
sσ 1

4
s2 0 0 σκ −1

2
sκ 0 0 0 0 −1

2
s2 0 0 0 0 0

22
1
4
s2 −1

2
sκ 0 0 −1

2
sκ κ2 0 0 0 0 y 0 0 0 0 0

23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
44 x −1

2
s2 0 0 −1

2
s2 y 0 0 0 0 s2 0 0 0 0 0

11 12 13 14 21 22 23 24 31 32 33 34 41 42 43 44 r2r3

.

Due to the larger size and larger number of non-zero elements, the eigenvectors of this
matrix are not as easy to find as in the case of the WI-MPO, but from the form of the
matrix we can already see that the left and right null spaces are different in the present
case, too. Thus, the same problem as above with the WI-approximation will also occur
when the MPO is built from Trotter gates.
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[22] F. Bloch. Über die Quantenmechanik der Elektronen in Kristallgittern. Zeitschrift für Physik 52:
555–600, 1929. DOI: 10.1007/BF01339455.

[23] G. H. Wannier. The Structure of Electronic Excitation Levels in Insulating Crystals. Physical
Review 52:191–197, 1937. DOI: 10.1103/PhysRev.52.191.

[24] N. Marzari, A. A. Mostofi, J. R. Yates, I. Souza, and D. Vanderbilt. Maximally localized Wannier
functions: Theory and applications. Reviews of Modern Physics 84(4):1419–1475, 2012. DOI: 10.
1103/RevModPhys.84.1419. arXiv: 1112.5411.

[25] R. Peierls. Zur Theorie des Diamagnetismus von Leitungselektronen. Zeitschrift für Physik 80(11-
12):763–791, 1933. DOI: 10.1007/BF01342591.

[26] J. M. Luttinger. The Effect of a Magnetic Field on Electrons in a Periodic Potential. Physical
Review 84(4):814–817, 1951. DOI: 10.1103/PhysRev.84.814.

[27] W. Kohn. Theory of Bloch Electrons in a Magnetic Field: The Effective Hamiltonian. Physical
Review Letters 115(6):1460–1478, 1959. DOI: 10.1103/PhysRev.115.1460.

[28] A. Alexandrov and H. Capellmann. Orbital diamagnetism of two-dimensional electrons. Physical
Review Letters 66(3):365–368, 1991. DOI: 10.1103/PhysRevLett.66.365.

[29] D. A. McQuarrie. Statistical Mechanics. Harper & Row, 1975.

[30] R. A. Horn and C. R. Johnson. Matrix Analysis. 2nd ed. Cambridge University Press, 2013.

[31] L. N. Trefethen and D. Bau. Numerical Linear Algebra. Other Titles in Applied Mathematics 50.
Society for Industrial and Applied Mathematics, 1997.

[32] M. A. Nielsen and I. L. Chuang. Quantum Computation and Quantum Information. Cambridge
University Press, 2000.

[33] L. Mirsky. Symmetric gauge functions and unitarily invariant norms. The Quarterly Journal of
Mathematics 11(1):50–59, 1960. DOI: 10.1093/qmath/11.1.50.

[34] J. Eisert, M. Cramer, and M. B. Plenio. Colloquium: Area laws for the entanglement entropy.
Reviews of Modern Physics 82:277–306, 2010. DOI: 10.1103/RevModPhys.82.277. arXiv: 0808.
3773.

[35] F. Verstraete and J. I. Cirac. Matrix product states represent ground states faithfully. Physical
Review B 73:094423, 2006. DOI: 10.1103/PhysRevB.73.094423. arXiv: cond-mat/0505140.

[36] R. A. Jalabert and H. M. Pastawski. Environment-Independent Decoherence Rate in Classically
Chaotic Systems. Physical Review Letters 86:2490–2493, 2001. DOI: 10.1103/PhysRevLett.86.
2490. arXiv: cond-mat/0010094.

[37] T. Gorin, T. Prosen, T. H. Seligman, and M. Žnidarič. Dynamics of Loschmidt echoes and fidelity
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